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Abstract

The quantum particle swarm optimization (QPSO) algorithm exists so e
such as premature convergence, poor search ability and easy falling into o::r%
ethod and

solutions. The adaptive adjustment strategy of inertia weight, chaotic seanth

neighborhood mutation strategy are introduced into the OPSO alg order to
propose an improved quantum particle swarm optimizg&%n AM Q%algorithm in
this paper. In the AMCQPSO algorithm, the chagti rch ng%og Is employed to
promote the quality of initial population. The v ad ent’strategy of inertia
weight is used to adjust the global search ability afd local s ability of particles in
the running process of QPSO algorithm. The?ghborbo mu atlon strategy is used to
increase the diversity of population and® rematur vergence Finally, in order
to evaluate the performance of t orithm, several well-known
benchmark functions are selected i pap &perlment simulations show that
p

the proposed AMCQPSO alg or effect rove the quality of solutions, and
takes on powerful optimizin y and mo kIy convergence speed.

\

Keywords: quantu ticle m optimization; chaotic search; adaptive
adjustment of inert&yg@( neighbo d mutation; optimization function

1. Introduﬁb
Particle s opti n (PSO) algorithm is a kind of optimization algorithm,

which is proposed b nedy and Eberhart in 1995[1]. The thought of PSO is to
originate the study; e behavior of birds. The PSO algorithm is more simple, easy
implementing, | justing parameters than genetic algorithm(GA)[2] and ant colony

problefas) But the PSO algorithm has some disadvantages in the process of evolution,
S'l@ as premature convergence and poor local searching ability and so on. Many
researchers have done a lot of work for these shortcomings. The main improvements
have three following strategies: (1) the improvements are based on parameter selection.
(2) The improvements are based on update rules of the position and velocity of particle.
(3) The improvements are based on combining or fusing other algorithms, such as
chaotic PSO, fuzzy PSO, multi-subpopulation PSO, simulated annealing PSO and so on.

Quantum evolutionary algorithm (QEA) is a newly developed probabilistic
evolutionary algorithm based on some concepts and theories of quantum computing,
such as quantum bits and quantum superposition states and so on. Sun et al. [4]
proposed a quantum particle swarm optimization (QPSO) algorithm in order to
improve the search capability and optimization efficiency, avoid premature convergence.
But it is similar to other evolutionary algorithms, the QPSO algorithm has the same
disadvantages of premature convergence and low search ability in solving complex
optimization problems. So many researchers proposed a lot of improved QPSO
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algorithms in recent years. Luo et al. [5] proposed an improved Quantum Particle
Swarm Optimization (QPSO) based on Gaussian mutation operator to overcome its
shortcoming of falling into local convergence. Zhang et al. [6] proposed a diversity-
guided modified quantum-behaved particle swarm optimization (DGMQPSO) algorithm
for solving complex problems. Zhu et al. [7] proposed a hybrid QPSO algorithm for LS-
SVM parameter selection to improve the learning performance and generalization ability
of LS-SVM model. Tokgo and Li [8] proposed a modified natural selection based
guantum behaved particle swarm optimization (SelQPSO) algorithm for the path
planning of mobile robot vehicles. Li and Feng [9] proposed an adaptive subgroup
collaboration QPSO algorithm is proposed to optimize the parameters of the fuzzy
controller. Wu et al. [10] proposed a dual-group interaction quantum-behaved particle
swarm optimization (DIR-QPSO) algorithm based on random evaluation by cons ctl

the master-slave sub-groups with different potential well centers, which avoid

disappearance of swarm diversity and enhances the global searching |t%mugh
collaboration between sub-groups. Pradhan and Patra [11] proposed a éba orithm
based on hybridizing the notion of QPSO and BFA for ff betw and global
search. Leandro dos Santos [12] proposed a novel Qua -bghaved P QPSO) using
chaotic mutation operator. The application of chaotie aglrences is Bpowerful strategy to
diversify the QPSO population and improve the,performa SO in preventing

premature convergence to local minima. Leandto Santos and Pigrgiorgio [13] proposed a
new quantum-behaved approach using a mutatioh operat

ith exponential probability

distribution. The simulation results dé rate goo ormance of the proposed
algorithm in solving a significant ark . Xi et al. [14] proposed an
improved quantum-behaved parti arm tion with weighted mean best
position (WQPSO) accordmg tofi svalues partlcles Sun et al. [15] proposed a
modified quantum-behaved p Ie swa.r |zat|on method(QPSO-DM) based on

combining the QPSO algerithm with entlal mutation operation to solve the
economic dispatch (@?broble K%power systems, whose objective is to
simultaneously mi e generation cost rate while satisfying various equality and
inequality constra and antos [16] proposed a novel quantum-behaved PSO
(QPS0O) appr aL: smg mu perator with Gaussian probability distribution. Two
case studles described
quantum-behaved parti
combined economic

evaluated in this work. Lu et al. [17] proposed a modified
arm optimization (QPSO-DM) algorithm for short-term
ion scheduling (CEES) of hydrothermal power systems with
several equality quality constraints. Qu et al. [18] proposed a chaotic quantum
particle swarm imization (CQPSO) based on making use of the randomness,
regularity agTeVrgodicity of chaotic variables to improve the quantum particle swarm
optlmlzat gorithm. Farzi and Dastjerdi[19] proposed a modified quantum-behaved
partlcl arm optimization based on adding a leaping behavior to avoid falling into the
lo¢afleptimum. Jau et al. [20] proposed a modified QPSO (MQPSO) algorithm based on
app g the concept of the GA to improve the convergent speed and conquer the
phenomenon of premature. Sun et al. [21] proposed a diversity-maintained quantum-
behaved particle swarm optimization (DMQPO) algorithm based on the analysis of
QPSO and integrates a diversity control strategy to enhance the global search ability of
the particle swarm. Then Sun et al. [22] proposed a modified version of quantum-
behaved particle swarm optimization (QPSO) algorithm, known as the Multi-Elitist
QPSO (MEQPSO) model. Li et al. [23] proposed a cooperative quantum-behaved
particle swarm optimization (CQPSO). This CQPSO, a particle firstly obtaining several
individuals using Monte Carlo method and these individuals cooperate between them.
Gao et al. [24] proposed a novel cultural quantum-behaved particle swarm optimization
algorithm (CQPSO) to improve the performance of the quantum-behaved PSO (QPSO).
Niu et al. [25] proposed an improved quantum-behaved particle swarm optimization
(SQPSO) based on combining QPSO with a selective probability operator to solve the
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economic dispatch (ED) problems with valve-point effects and multiple fuel options.
Mariani et al. [26] proposed a new quantum particle swarm optimization approach
combined with Zaslavskii chaotic map sequences (QPSOZ) to shell and tube heat
exchanger optimization based on the minimization from economic view point. Jau et al.
[27] proposed a modified algorithm based on particle swarm optimization with quantum-
behavior (MQPSO) based on combining the mechanisms of GA, SA and LTS within the
QPSO algorithm to deal with the proposed model with outliers. Davoodi et al. [28]
proposed a new approach based on a hybrid algorithm combining of improved quantum-
behaved particle swarm optimization (IQPSO) and simplex algorithms. Zhang and Sun
[29] proposed a modified quantum-behaved particle swarm optimization algorithm
based on learning from excellent individuals. Jia et al. [30] proposed a quantum-behaved
particle swarm optimization. Wang et al. [31] proposed an improved the ntu
particle swarm optimization (QPSO) algorithm using quantum HEgate and,quahgym
rotation gate in changing quantum probability amplitude, changing the mut i(()j?m'rator
with Quantum Hadamard Gate and modifying constant Inertia Weight to fra inertia
weight. Turgut et al. [32] proposed a novel chaotic iCle swarm
optimization algorithm for solving nonlinear system iops. d Xiao [33]
proposed some improvements that enhance the optimi Qi on ability\af guantum-behaved
particle swarm optimization algorithms. Zhang al. [ roposed an improved
guantum particle swarm optimization (IQPS Igorithm ba

algorithm. Moghaddam and Bagheri [35](@!% aoyel stable deviation quantum-
behaved particle swarm optimization fof global b} ization problem. Lin et al.
[36] proposed an opinion leader-bas %&ntu particle swarm optimization
(OLB-QPSO) algorithm. Jin and Ji rop proved quantum particle swarm
optimization (IQPSO) algorlt m\fo sual feat Iectlon (VFS).

In this paper, in order to a prema.tur on ergence and falling into local optimal
solutions, improve searchsability o an improved quantum particle swarm
optimization (AMCQP Igorlthm roposed in this paper. The chaotic search

quality of initial population. The adaptive

method is emplo d\ promot
adjustment strate;é%sl ertqﬁ&%sls used to adjust the global search ability and local

search abilit Clesin t nding process of QPSO algorithm. The neighborhood
mutation str is usgd
convergence. Several
performance of the

increase the diversity of population and avoid premature
own benchmark functions are selected to evaluate the
SO algorithm.

particle s optimization (AMCQPSO) algorithm based on the adaptive adjustment
inertia weight, chaotic search method and neighborhood mutation
~Section 5 gives the describing of AMCQPSO algorithm. Section 6 applies the
PSO algorithm to solve benchmark functions. Finally, the conclusions are
discussed in Section 7.

2. Particle Swarm Optimization (PSO) Algorithm

The particle swarm optimization (PSO) algorithm is a population-based search
algorithm based on the simulation of the social behavior of birds within a flock.
The initial intent of the particle swarm concept was to graphically simulate the
graceful and unpredictable choreography of a bird flock, with the aim of
discovering patterns that govern the ability of birds to fly synchronously, and to
suddenly change direction with a regrouping in an optimal formation. The search
behavior of particle is affected by other particles within the population. The
position of particles within the search space are changed based on the social-
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psychological tendency of individuals in order to delete the success of other
individuals. The consequence of modeling for this social behavior is that the search
is processed in order to return toward previously successful regions in the search
space. Namely, the velocity(Vv) and position( X) of each particle will be changed
by the particle best value ( pB) and global best value (gB). The velocity and

position updating of the particle is shown by the followed expression:
Vi, (t+1) = wu (t)+ cor (9B, (1) - X, () + c.1, (0B, (£)- %, (1) ®
x;; (t+1) = x; (t)+ v, (t +1) @

Wherevij(t+1), is velocity of particle i"at iterations j", Xij (t+1), is position of

particle i" at iterations j™. W is inertia weight to be employed to control the |mp
the previous history of velocities. ¢, is the cognition Iearning factor, ¢ E §ocral
learning factor, r, and r,are random numbers uniformly in

3. Quantum Particle Swarm Optimizati

In order to make the particles to better meet lobal ence Sun et al. [4]
introduced quantum theory and quantum e |onary al & into particle swarm
optimization algorithm in order to a qu partid G?arm optimization (QPSO).
Because the particles in the space of meet e\n irely different characters of
aggregation state, the movements o Ies d rmine trajectory, this will make
the particles to explore and f nd h al optii9 tion in the feasible solution space.
So the global search ability (@) algorit |s far superior to the classical PSO
algorithm

X; = (Xip, Xy Xia,0 X ) is the p@of the i particle, P, = (Py,Py,Pa. - Pp) iS
e

article, Py =(Py, Py, Py3,--+ Pyp) is the global

the individual opt|\z ion of
optimal position. and y proved that each particle in the PSO algorithm
converged t attractorng) ={R,,P,,P;,---,Py) . The component P, of P with the

d™ can be expressed as
Pi =(@Pg +9 @1+ @) 3)

In the QPSO, e the velocity and position of particle can not be determined at

the same time, t ocity and position of particle can not be used to express the state of

particle. T e function w(x) is used to express the particle state. Sun et al. used the
Delta quantum particle with the center of P to converge to the local P point.
a t

In rapping the wave function of particle is expressed as follow:
(x) = —exp(— I P—x|[/L) (4)
The expression is obtained by using Carlo Monte method:
X(xX)=P+ L In(l) (5)
2 n
Sun et al. introduced the average optimal position mBest into QPSO algorithm.
M 1 M
mBest = — ZP_( ZR]_’ Zpizi"'!mzpiD,) (6)
i=1 i=1
The value of the parameter L IS given:
L(t+1) =2 S+ mBest— X (t) | (7

The iterative formula of QPSO is described:
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X(t+1) = P+ f+| mBest(t)—X(t)|*In(%) ®)

Where M is population size, u a random number between 0 and 1, g is the
contraction expansion coefficient. Experiment result shows that the algorithm can
achieve better result by reducing the value of # from 1.0 to 0.5.

4. Improved Quantum Particle Swarm Optimization (AMCQPSO)
Algorithm

4.1. Chaotic Search Method .

Chaos is a kind of nonlinear phenomenon in nature. The chaotic motion cag traverse
all the states in a certain range according to its own rule. Chaotic search m %s the
random, ergodic, regularity of these chaotic variables to optimize ancéc in the
solution space in order to jump out the local optim
method is significant in the small search space. But |n e searc ce, the effect
is not satisfactory. At present, there is no strict defi or chao{}tpé random motion
state is obtained by using the deterministic eq . LogiSu pping is a typical
chaotic system, and the iterative formula is given as O||OWS'

= HGL-X)  P=1234 Q )

0

Where 4 is control parameter, whe and ><1 Logistic is complete in

a state of chaos. In this paper, the c@& z% of 1 =4.0is used.
eight

4.2. Adaptive Ad Justment y of l.ne

In the QPSO, the ineru@elght \mportant role to determine the convergence

of the algorithm. It e parti eep motion inertia. The large value of w is

beneficial to globa and fast convergence speed, but it is not easy to obtain the

exact solutio all vakg1 is beneficial to local search and obtaining more

accurate soh‘ t it tak e slow convergence speed. In the original version, the

value of w is onstar% the linear reducing inertia weight w with the iteration and
W

dynamical adjusting eight w based on fuzzy rule are proposed, but they can not
be widely used @ the more complex implementation. So adaptive adjustment

tion. tic search

strategy of inert ght w strategy is proposed to improve the QPSO algorithm. This
strategy di ittzt e population into three subpopulations according to the different
fitness v& f individuals, then each subpopulation uses the different adaptive

i e particles with smaller weight are used for local optimization and
convergence of the QPSO algorithm. The particles with larger weight are used
al optimization and jump out local optimum in the later stage. The specific
strategies are described as follows:

Strategy 1: f, > fa'vg. If the particle meets this condition, then the particle is better

particle and is close to the global optimum. The small weight is given in order to
strengthen the local search.

fo—f
I a‘vg x (Wmax - Wmin) (10)
fg - favg

W=Ww

max

Strategy 2: f,,, < f; - fa'vg. If the particle meets this condition, then the particle is

general particle in the population and takes on the better global search ability and local
search ability.
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1+ (:osM or

W= Wy, + 2max X (Wrmx ~ Whin )

(11)

Strategy 3: f, < favg. If the particle meets this condition, then the particle is poor

particle. The weight is adjusted by using the control parametersk; and K, .

w=15- ! (12)
1+k, xexp(=k,x| f, — a\,g|)

Where f, is the fitness value of the i" particle, f, is optimal fitness value of

' o
population, favg is average fitness value of all particles, f,, is average fitness vale bf

Vg

these particles with superior f, .t is current iteration, T _ is the maxi ndmber
of iteration. | f, — fa'Vg | is used to evaluate the premat vergen a)&Amtion. If

re Q
the value is smaller, then the particle is more prematur: %\/ ger&)

4.3. Neighborhood Mutation Strategy
The particle closely moves to the optirr@osmon xulatlon and gradually
e

gathers to a smaller area in the evolution@ ss. Thi I reduce the diversity and
search ability of population. If the glo mal pogiﬁ f population is local optimal
solution, the premature convergence men ly occurred. In order to improve

%orithm ptimal individual of population is

the search efficiency of the Q
randomly mutated in the geub%onal redu ng Meighborhood range in order to locally
fine search. If the fitness value of new indiyital is increased by using the neighborhood
mutation strategy, the | opti individual is replaced by new individual.
Otherwise, the indivi the popu is randomly replaced according to the certain

probability. Set t% iableY is4altated to get Y . The calculation formula is described

as follows:
Oy F@\Z?—l) (13)

R, =R-R)x (k-K)xk +R (14)
Where R, i;@ radius of neighborhood search of k™ iteration, R and R
h

upper bound and lower bound of radius of neighborhood search. r,

respectwel@xa%t
is uniforn@ dom number on [0,1].

%escribing of AMCQPSO Algorithm

In order to improve search ability, avoid premature convergence and falling into local
optimal solutions, the chaotic search method, adaptive adjustment strategy of inertia
weight and neighborhood mutation strategy are introduced into the QPSO algorithm in
order to propose an improved quantum particle swarm optimization(AMCQPSO)
algorithm. The chaotic search method is employed to promote the quality of initial
population, enhance the search efficiency, reduce the number of blind search and
improve the search efficiency. The adaptive adjustment strategy of inertia weight is used
to adjust the global search ability and local search ability of particles in the running
process of QPSO algorithm. The neighborhood mutation strategy is used to increase the
diversity of population and avoid falling into local extremum. The steps of AMCQPSO
algorithm are described as follows:
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Step 1. Set the related parameters, the terminated condition, initialize the
position of particles.

Step 2. Calculate the fitness value of each particle according to the objective
function. Determine the convergence criterion of AMCQPSO algorithm. If the
result meets the terminated condition, go to Step 9. Otherwise, Step 2 is executed.

Step 3. According to their fitness, the optimal position of individual( pB) and
the optimal position of population(gB) are updated.

Step 4. The position of each particle is updated and a new population is obtained.

Step 5. The average optimal position mBest is executed chaotic optimization.
The fitness value of each passed feasible solution for chaotic variables is
calculated in the original solution space in order to obtain the feasible solution
with better performance. w

Step 6. The feasible solution is used to replace random particle in the pw ion.

Step 7. Neighborhood mutation search is executed for the ¢ ptimal

position of population. o
Step 8. The corresponding strategy is used to adapti adjus(@hertia weight
according to the different fitness value of parti: set and return to

Step 2. w
its flf& lue.

Step 9. Output global optimal position (

6. Experiment Results and Ana

In order to test the performa %)p }sgdCQPSO algorithm for solving
complex problem, the PS % gorithm, CQPSO algorithm and
four Benchmark function re selec he experiment environments are:
Matlab2012b, the Pentiu CPU 2 OGB RAM. The values of parameters
of these algorlthm Ilcated problem itself, the change of

parameters could pt muwa’value. So the selected ones are those that
gave the best co % ional rem%s concerning both the quality of the solution and
§ t

s solution. The obtained initial values of these

parameters \g populati n size m =30, learning factor c, =c, =2.0, inertia
weight w =0.8, the i weight w in the AMCQPSO algorithm is adaptively
adjusted in the vﬁbﬂon. The max iteration T, = 500, mutation probability

P =0.1.
(1) Roséalirock function
N
(0% 2100(x,., —x°)* + (% -)*  xe[-100,100]
i=1

where the optimal state and optimal value min f,(x") = f(L11,---,1)=0.
(2) Griewank function

f,(x) = 40002x +Hcos( )+1 x € [-600,600]

where the optimal state and optlmal value min f, (x)=(0,00,---,00=0
(3) Rastrigrin function

f,(X) = Z[x —10cos(27x;) +10] x €[-5.12,5.12]

i=1
where the optimal state and optimal value min f,(x") = £(0,0,0,---,0)=0
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(4) Sphere function

00 =D%

Where the optimal state and optimal value min f,(x") = f(0,0,0,---,0)=0

The test functions are taken as the fitness function for the PSO algorithm, QPSO
algorithm, CQPSO algorithm and AMCQPSO algorithm. In order to eliminate the
accidental factors, each function is independently run 30 times. The average
optimal adaptive value is used as the basis of performance comparison. Finally, the
experiment results are shown in Table 1.

X e [~100,100]

Table 1. The Experimental Tested Results

Fun Algorithm Opt. value Min value Max value /H‘\{ e'value
PSO 0 1.468 342E-003 %BE -00 \9%3 951E-002
QPSO 0 3.403 237E- 005 XG 6 580 326E-004
CQPSO 0 5.341 360E- 4 25 1.472 903E-006
AMCQPSO 0 3.705 46@8 XE 006 4.057 249E-007
PSO 0 GKQ&SQQE 004 6 216E-002 2.045 683E-003
¢ QPSO 0 A (7& 0 734%&0 7.804 572E-006 4.405 604E-007
2 CQPSO 0 3 504 627E 6.578 046E-008 5.570 452E-009
AMCQPSO E-012 2.204 563E-009 8.451 358E-011

PSO \' &.

w()’ 253E-018

6.634 461E-012

4.236 087E-014

4.067 360E-020

1.366 401E-022

\7
‘ QPSO 0 0 ;\(ﬁ 5.138 379E-030

CQP8O A @ 3.052 851E-037 7.352 470E-021 4.346 957E-026
AMCQPSO (\Q 1.328 574E-040 3.703 683E-024 1.480 572E-029

PSO > 0 2.904 381E-014 4.634 790E-008 3.693 462E-011

SQ'V 0 4.934 683E-034 7.904 572E-016 8.547 073E-025

f4 @ o 0 2.504 471E-045 3. 572 480E-023 3.573 085E-036
MCQPSO 0 7.743 603E-048 4.054 142E-030 5.638 309E-039

b

From Table 1, we easily discover that the proposed AMCQPSO algorithm can find the

best solution for Rosenbrock function,Griewank function, Rastrigrin function and
Sphere function by observing the experiment results. The AMCQPSO algorithm takes
on better solving performance than the PSO algorithm, QPSO algorithm and CQPSO
algorithm for Rosenbrock function,Griewank function, Rastrigrin function and Sphere
function. So the experiment shows that the AMCQPSO algorithm is more capable to
research for the global optimization solution and overcome the premature phenomenon
for the high-dimensional function problems. So the proposed AMCQPSO algorithm is
superior to the PSO, QPSO and CQPSO algorithms for function optimization problems.
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7. Conclusion

The QPSO is a particle swarm optimization algorithm with quantum behavior
based on the classical particle swarm optimization algorithm. It exists premature
convergence, poor search ability and easy falling into local optimal solutions in
solving complex optimization problem. In order to improve the quantum particle
swarm optimization algorithm, an improved quantum particle swarm optimization
(AMCQPSO) algorithm based on the adaptive adjustment strategy of inertia weight,
chaotic search method and neighborhood mutation strategy is proposed this paper.
In the AMCQPSO algorithm, under protecting the information of the global
optimal particle in this iteration, the optimal particle is executed chaotic search
method in order to quickly fine search near the optimal particle area and quickly

locate the optimal solution. Computer simulation experiments are execute e
simulation results show that the proposed AMCQPSO algorithm ca tly
improve the convergence speed and accuracy. And the optlmlzatlon nce is

better than the PSO, QPSO and CQPSO algorlthms. @
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