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Abstract

Service technology has gained increasing popularity in recent communicatio s&!.q;e0
applied in many domains. With a growing number of services that share same'?w ar
functionalities, clustering services help improve both service composmo ashup

creation. To achieve service clustering, utilizing probabilisti top ic mo act and
characterize the service description documents as corréspont ing top n available

of published

functi % rmation. With
implem%lvc extraction makes
t

traditional LDA (Latent Dirichlet Allocation) mode

topics unclear. To address that challenge, W, onduct a gentext sensitive approach to
generate context sensitive vector for me the Wof&h similar context before

loading to LDA model, referred to as DA ( ext*Vector LDA). Through F1-

Measure of clustering and topic perp @ nalysi Qx real-world dataset, it is shown

that the proposed approach outper aditi k A model in service clustering.
Keywords: Service clustefi hort texﬁ@model, context sensitives

$

1. Introduction @

With the explo@velo néntdof Internet of Things (IoT) and Social Networks,
humans and S gs can ﬁ. nicate and interact together via service platforms
incorporati oT and/Secial Networks. Service Oriented Architecture (SOA) is a
widely—use@ddlew el linking different functional units through defined
interfaces between rvices [6]. With the SOA techniques, both individual and
enterprises can dg » publish web or cloud services, and apply them to commercial

information systefps‘er personal applications.
réasing number of internet services provide the same or similar
it is a challenge for service users to select a suitable service. To address
very and clustering issues, many researchers proposed text mining
for clustering, since many service providers can publish service description on
sites [7].
order to classify different documents, LDA (Latent Dirichlet Allocation) model is
proposed to detect their hidden topics from a large scale documents. Specifically, LDA a
probabilistic graphical model which can learn the topic representation of each document
and the words associated to each topic [2]. With hidden topics, different documents can
be classified and clustered. LDA model has many successful applications on news articles
and academic articles abstracts. However, unlike these, service description corpus is
extreme short and sparse, which is so high dimensionality incredibly that hinders model
learning precision.
Word embedding is a word vectorization technique in natural language processing
where words can be mapped to vectors in a low-dimensional space. Word2vec is a set of
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models to generate neural word embedding vectors relying on a skip-grams model [11].
This model predicts source contextual words from the target words by setting a word
windows from which one word is excluded. This context-sensitive approach can capture
semantic context features in the corpus, which can be used to cluster the words with
similar context features for representing semantic efficiently and reducing the
dimensionality of LDA model.

To achieve service clustering, utilizing probabilistic topic model to extract and
characterize the service description documents as their corresponding topics is an
available scheme. In this paper, we conduct a context sensitive based method for service
description topic and service clustering. Its main contributions are as follows:

1) Introduce limitations of LDA model in service description corpus processing
assignment, and the superiority in context sensitive vectorization approach.

2) Implement a service clustering method utilizing a context sensitive approach. More
important, we design a similarity based context word merging algorithm for incor t|n
context sensitive approach into LDA model.

3) Crawl a large number of latest service description corpus in real-@vﬂ get

experiment results from this real-world dataset.

2. Related Work

A lot of existing service discovery and clusterl ach onc trate on collected
QoS (Quality of Service) rating and ranking infor on of ser 4,15], however, the
truth is service developers have only publishe ited QQS@rmatlon And for a user, it
is not possible to test all services to get Qoﬁﬁmﬂon

To address that limitation, some serv overy clustering approaches limited to
keyword-based framework by m matc on n ations, businesses and defined
characteristic in the service descri 4] Ho , it is difficult for users to be aware
of the suitable and correct ke to retr' e tfle targeted services. And it is a hard
work for developer to de nd struc he description file. For example the
WSDL(Web Services D r|pt|on )is a kind of typical structured service
description format.

The keyword- V|ce di ery and clustering approaches cannot make use of
heterogeneous a ctu tlc information. To handle the drawbacks of the
keyword-based, “me ods someN€ext mining techniques are applied to extract service
features. S s can ered utilizing the clustering or classification after features
extraction. , etal. e LDA topic model to extract feature word in WSDL file of
service descrlptlon. ra, et al. [8] proposed a hybrid of ontology based approach to

calculating sem ilarity of services. It utilized ontology-learning method to seek
the hidden se& patterns among services descriptions, and employ WordNet as
measure tool’ of the similarity.

Azn n%l’ [1] implement several probabilistic topic models: Correlated Topic Model
(CT a@obabilistic Latent Semantic Analysis (PLSA), and latent Dirichlet
(LDA) to extract latent topic in service descriptions. However, most work are

%re -implement of these probabilistic topic models.
iu, et al. [12] compare the semantic feature extracting result of LDA and word
embedding respectively. Their experiment result show that since the high dimensionality
problem, LDA model show unfavorable performance in semantic feature extracting.
Nevertheless, word embedding possesses a better performance than LDA in high

dimensionality problem.

As an application of word embedding, Le, et al. [9] proposed a Doc2vec method that
utilizing word embedding technigue to generate vector representation for a document, so
that documents can be classified by vector representations. However, for corpus with the
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high dimensionality and sparse functional information, this method is hard to get a
satisfied feature extracting ability.

3. CV-LDA Based Service Clustering

3.1. Overview

Figure 1 shows the framework of our context sensitive service clustering approach. The
approach mainly includes the following steps:

1) data set preparation. crawl service description from APl website. Then, make the
preprocessing to get the initial data set.

2) context sensitive word vectorization and word merging, context sensitive word
vectorization for texts in dataset are implemented. After getting similarity of vectors,

words with high similarity are merged to achieve the dimensionality reduction. .
3) topic-oriented service clustering. merged result is loaded into LDA topicmnodel
train. Every service description can be represented as a probability value t pic.
Clustering algorithms can be implemented to get the service clusters( utifizing the

probability value terms.

Crawl Serivce API

Service

Document

Preprocessing

Clusterl Cluster2 Cluster3...

DataS

Figtfe@ Overvi f'Context Sensitive Service Clustering
Qd Vectorizations

3.2. Context Sensiti

In word emb Galgorithms family, Word2vec is one of famous series based on
neural network\learning. The demo was created by Google. Word2vec provides an
efficient ementation of a skip-gram model aiming to calculate vector representations
of wor

Q)O
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Figure 2. Skip-Gram Model \/’

Figure 2 shows overall structure of Skip-gram. It generates two dlstln vector
and output vector to each word. Specifically, it models w d co-occuyrences gxtracted
within the predefined context window size, through th t 4nd o@ ctors [11].

t+J

)

where vy, and Vi represent input an wo d r of word w among corpus W.
The training sample is a set of o@et w s corresponding context words.
Thus, training process can ented a roup of input and output pairs.
Specifically, given a word w. rawlg raining objective is to predict joint

probability PWi |C°meXt(W) Contex r Word wi, the formula can be presented

as : \
p(@t(w ¢ ‘Qp(dk 6.0 =] (060 * -(-0(a,0*) @

andl k present distance between w;and its context words in

where

the huffman
tree. gk is non-leaf
to. dkis a classifiofti

e#) is Sigmoid function. K is path length in the huffman
ord vector in huffman branch which objective word w; belong

This object maximized when the model assigns high probabilities to the real
words, a obabilities to noise words. Then, negative sampling can be utilized to
find the 10n. After that, utilizing gradient descent to get optimized solution for joint
prob n object function, then word vector which has maximum probability value in

an tree can be obtained.

%ﬂ/ell trained set of word vectors will place similar words close to each other in that
spdCe. For instance, the words "oak", "elm" and "birch" might cluster in one corner, while
"war", conflict and strife huddle together in another. Similar things and ideas are shown to
be "close". Their relative meanings have been translated to measurable distances.

3.3. Word Merging

Through training process presented above, all of words can be represented as a N-
dimension vector. The dimension number "N" was set before training. After vectorization,
Euclidean distance is employed to measure similarity between every word pairs.
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Before topic modeling process, a bag of word matrix should be built to represent the
feature of whole corpus. In order to reduce the dimension of bag of word matrix, we
proposed a word merging algorithm, which aims to merge similar words presented in the
bag of word matrix. In the merging process, two similar word are decided to merge or not

merged on the basis of their similarity. Its pseudocode is shown in Figure 3. W() ang
W(J) are two words in corpus. When V() is taken as a target word, and () as a certain

word in rest of corpus, the similarity between ) and W) s calculated and compared
with threshold. After that, we merge the word frequency of words with similar context, At
the same time, deleting word with lower frequency to update the bag of word matrix.

: for w(i) — (doc — w(i)) do
if w(j) not in compared list then
calculate w(¢) and w(j) similarity

1
2
3:
4: if similarity > threshold then V
5: if w(i)_freq > w(j)_freq then v
6 w(i)_freq(w(i)_freq +w(j)_freq) 0
7: delete w(j)

8: else ﬁ @

9: w(y) fﬁreq% (2)_fre

10: delete w( 1@ )V
11 end if O
12: update compared _list

13; end if Q . 6
14: end if

15: end for O \

~
\
Figure 3. Word@l\@ug Al %rn Pseudocode

3.4. Topic-oriented Serwce C erm

After word vectori nd merg%g, n service description, the proposed CV-LDA
approach emplo ‘ model generate latent topic representation for service
description. LD is a rc |cal Bayesian model for learning a distribution of

document

LDA can descrls seeking the corresponding latent topics for each service
description accordi e corresponding distributions over the extracted terms. LDA
assigns to the icy” for each service description together with the corresponding

documents @ ords, Whl h pt to represent the underlying latent structure of the

achieve topic-oriented service clustering.

g with classical LDA based approach, our method can merge words with
i ontext to achieve context sensitive and dimensionality reduction purposes. As

%w in Figure 4. Hierarchical model of CV-LDA approach is composed of four layers:

service, topic, merged word and traditional word. According to context similarity merged

word layer merges the traditional word and updates the bag of word matrix for topic

layer.
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Figure 4. Service Description Representation by CV-LDA

The training process of LDA model is to generate two latent variables: the topic
distribution of document 8 and the word distribution of topic ¢ can be estimate@l’
gibbs samples by below:

n +a n' + B

On = B = 0?‘

T S—
D ony +Ka
k=1

w Vv
> ond+Vp
w=1 *
where ™ represent the number of tokens of wo @ne
number of tokens in document M are assigned to t y 5 is hyperparameters [13].
Overview, the different of sampling result bet CV-LD traditional LDA is:

w k
"< and " value are updated, since CV—LDA@ed WOF %re loading them into LDA
model. With the topic distribution of dec 0, topic esentation of every service
description can be generated. Then, cIug& ic representation of services by

3)
nt .
cz 'misthe

utilizing clustering algorithm.

4. Experiment AQ ’\6
4.1. Experiment Setup @ \?

We crawl servi u@ption 0 Programmableweb, obtaining description of 10340
active services ov. p:/lwww.programmableweb.com/). The corpus is
preprocessed emovi S words, stemming and lemmatization. Through

i %rvice description corpus containing 852708 words totally.
IS 27664.
e words vectorization, we employ a Word2vec 0.8 package
released by Gog ul. 2015. Skip-gram model can be implemented by this package.
Implementatio DA model and Gibbs sampling rely on the Gensim python package.
Experime@a eters are shown in table 1, where K is the latent topic number which is
adjustedsin, the comparison experiment; «, is set to 50/k and g is set to 0.01 that both of
therr&piric values in LDA model training; Number of Gibbs Sampling is set to 300,
% n is that generally, 300 times of iteration can be convergence for LDA model.

The number &funique
For the context

Table 1. Service Description Representation by CV-LDA

Parameter Meaning Value
Size Vector Dimensionality 100
Window Context Window 10
a Hyper Parameters in LDA 50/K

B Hyper Parameters in LDA 0.01
Gibbs Number of Gibbs Sampling 300
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4.2. Evaluation Metric

Perplexity is widely adopted to evaluate the performance of topic modeling. It shows
how well a probability distribution or probability model predicts a sample. Thus, we
utilize perplexity to evaluate topic modeling ability of CV-LDA. The formula as follow:

M
2. log(p(w,,))
Perplexity(W) = exp{ —"=*—
2N,
)
where W is observable word in testing document m . PWn) probability that model

can generate Wm . Nn i the number of words in document m
To evaluate the clustering performance, we employ the F1-Measure to show the better
performance of CV-LDA. The formula as follow:

<
precision - recall V
R=2 recision + recall
" oY e
4.3. Performance \% ¢ %
Loxon v

Table 2. Perplexity

son
Number of Topic | CV-LDA 4  LDA %5
10 3 N . @
15 *\(‘és; ' . D87
20 824 N\[\) 550
25 "\ 319 % 550
30‘ % , 302, 539
3B Ege/ 528

0 \689 550

45 283 533

\\ % 283 561

In out eent,
sensitive word vector

visualized result,

d all of the crawled service corpus to generate the context
implement word merging algorithm. In order to show
e 100 services from 5 popular categories (Mapping, Social,

eCommerce, Se obile) randomly to train in CV-LDA model.
Since our wi to improve the word layer in LDA model, and LDA model has been
widely us@ ocument classification domain, we compare CV-LDA with traditional
in this paper. In future work, we will compare it with more classification

can be found that CV-LDA method outperforms the baseline method in term of
erplexity. The lower perplexity, the better in topic modeling ability.

LDA

algorj

@l 2. shows perplexity comparison. The similarity threshold in this experiment is
p
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Figure 5. F1-Measure Comparison

Figure 5 shows the F1-Measure comparison in bar chart. After getting\topic®
representation, we employ K-means algorithm to cluster the topic representati d
on that, the service clustering can be achieved. Since we choose 5 categeri LDA
training part, the output of CV-LDA should be clustered jnto 5 clus @\Aeasure
shows the performance in service clustering. It can b e%that, performs

better in most case. \/
Table 3. F1-Measure in Differen@ilarityWolds
9

Number of .
Topics
Similary 10 . § @ 40
Thresholds AN N @
0.05 0.27 ,{ 0.26¢* N 0.23 0.23
0.1 028,9% 027N~ 025 0.24
0.2 0.8J] o0 N 0.23 0.22
0.3 “OA 'q;% 0.22 0.19
Table 3. shows F ure val Qdiﬁerent similarity thresholds. When the
similarity threshold i$80.1% CV-L model shows better performance. We can conclude
that either mergi u many too few words cannot obtain a good performance.it

can be obvig

clustering @

appropriate e

tind that as the“increasing of number of topics in CV-LDA, the service
ancea e lower. These experiment results can help us choose an

berof }

5. Conclusio uture Works

clusterin red to as CV-LDA, which utilizes a neural word embedding method to

generat ext sensitive vector and merge words to achieve dimensionality reduction.

% nt conducted over real-world data shows our method have a lower perplexity
f

In this piper, we conduct a context sensitive LDA modeling method for service

gher F1-measure.
uture work, we will develop a more powerful method to achieve the dimensionality
reduction for extracting high quality topics. And we will conduct more comparisons with
existing classification algorithms.
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