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Abstract 

Vehicle License Plate Images Segmentation is a substantial stage for developing an 

Automatic License Plate Recognition (ALPR) system. In this paper, it is considered an 

efficient segmentation algorithm for extracting vehicle license plate images using Cellular 

Neural Networks (CNN).  The learning CNN templates values are formulated as an 

optimization problem to achieve the desired performances which can be found by means 

of Adaptive Fuzzy (AF) algorithm and Neuro-Fuzzy (NF) algorithm techniques. The main 

objective of the paper is to compare the performances of standard CNN, Adaptive Fuzzy 

(AF), and Neuro-Fuzzy (NF) on real data of several vehicle license plate images of 

standard Indonesia License Plates. The results are then compared with ideal vehicle 

license plate images. Quantitative analysis between ideal vehicle license plate images and 

segmented vehicle license plate images is presented in terms of Peak signal-to-noise ratio 

(PSNR), Mean Squared Error (MSE) and Root Mean Squared Error (RMSE). From the 

performance analysis, the CNN template optimized by ANFIS algorithm is more 

recommended than the standard CNN edge detector or the CNN template optimized by 

Adaptive Fuzzy algorithm in vehicle license plate image segmentation. It is shown from 

the calculation that PSNR is 80% better than the standard CNN, and the resulted MSE 

and RMSE are 70% better than the standard CNN. Whereas the CNN template optimized 

by Adaptive Fuzzy algorithm achieves the PSNR 90% better than the standard CNN, but it 

yields the MSE and RMSE 40% worse than the standard CNN. 
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1. Introduction 

Vehicle license plate detection and recognition systems are widely known as 

Automatic License Plate Recognition (ALPR) [1], Automatic Vehicle Identification 

(AVI) [2], Car Plate Recognition (CPR) [3], Automatic Number Plate Recognition 

(ANPR) [4], and Optical Character Recognition (OCR) for car [5]. Many applications as 

well as related research have utilized the results of the vehicle's license plate detection and 

recognition system, such as automatic toll payment systems, intelligent transportation 

systems, intelligent parking system, intelligent traffic management system, vehicle 

security systems, vehicle accident prevention systems, automatic vehicle guidance 
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systems, traffic violations monitoring system, tracking systems and suspicious vehicle 

license plate recognition based on cameras reading installed in each intersection highway, 

and others. 

General approaches applied for vehicle license plate detection and recognition systems 

typically use vision-based techniques of image or video. In any cases, with respect to 

many issues of vehicle license plates include color, size, orientation, shape and pose 

vehicle license plates, the development of automatic, robust and effective vehicle license 

plate detection and recognition systems become a big challenge. The variety of license 

plate of various countries also causes the methods of vehicle license plate detection and 

recognition cannot be used universally. Generally, each country has a license plate with 

methods of license plate detection and recognition itself which is specific and distinctive. 

Plate detection and recognition systems of vehicle licenses consist of five stages: 

obtaining a vehicle license plate image (image acquisition), Extraction of License Plate, 

Segmentation of License Plate, Filtering of License Plate and Recognition of License 

Plate. The process of the stages is shown in Figure 1. 
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Figure 1. Five Stages of an ALPR System 

The first stage is to obtain images using a camera. Camera parameters, such as type, 

resolution, shutter speed, orientation, and light should be considered as the influence to 

the quality of the images. The second stage is to extract the plate of the image based on 

some features, such as borders, color, or their characters. The third stage is the 

segmentation plate and extraction character by projecting their color information, 

labeling, or their position with the template matching. Further filtering is required for 

removing image noises. The final stage is to identify the extracted characters with the 

matching template or using the classification and the pattern recognition techniques. This 

paper only limits on the vehicle license plate segmentation process. 

The well-known method used in this vehicle license plate segmentation system is 

Cellular Neural Network (CNN). From several references, the CNN has been successfully 

used for image segmentation by using differential evolution algorithm [6] and by means 

of a genetic algorithm [7]. In [7], it has been shown that the genetic algorithm for 

template optimization of the CNN results in better performances compared to the 

simulated annealing algorithm [8]. Hence, for applications of the CNN, the selected 

algorithm influences the produced performance of the CNN. In computational 

intelligence, there are heuristic algorithms, such as in fuzzy systems, neural networks, and 

evolutionary computation, known as swarm intelligence, fractals and chaos theory, 

artificial immune systems, etc that might be used to optimize the CNN. 

To overcome the drawbacks of the previous research, we propose a new approach that 

utilize fuzzy algorithms for  template CNN optimization, i.e. Adaptive Fuzzy algorithm 

and Neuro-Fuzzy algorithm [14],[15] in order to acquire a high-performance vehicle 

license plate segmentation system. Fuzzy logic has been widely utilized in identification, 

estimation, prediction and control, to illustrate [9]–[11]. Fuzzy logic is able to be added or 

modified for performance improvement [9]–[11]. On the other hand, Fuzzy logic is also 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.12 (2016) 

 

 

Copyright ⓒ 2016 SERSC      385 

easily mixed with other algorithms or methods in order to achieve better performances 

[12,13].  

 

2. Proposed Methodology 

In this paper, the CNN will be implemented as a license plate image segmentation 

processor engine by detecting the edges of the letters and numbers shown in the vehicle 

number plate image. The block diagram of the proposed vehicle license plate 

segmentation is shown in Figure 2. Once the license plate image is given as an input to 

the network, the control template is directed to each pixel of the image and the adjusted 

image acts as an input to the CNN. The input image has the gray level value in the range 

[0 255]. The value is then scaled to a range [-1 1] as the CNN only works with a range of 

gray level values in the computation. The modified values in the image depend entirely in 

the neighborhood of each pixel, thus providing enhanced results. After the first iteration 

produces the output, the feedback template is utilized to the output and the resulted image 

is fed back to the CNN. This process is then repeated for several iterations until the 

network converges to a constant output. The segmented license plate cells are then 

attained as the output of the CNN. 

In order to result in better segmentation, the CNN template is then optimized by using 

Adaptive Fuzzy and Neuro-Fuzzy algorithms. Firstly, it is performed the CNN 

segmentation process by using a standard template. After that, the segmentation process is 

accomplished, in which, the CNN template is optimized by using Adaptive Fuzzy 

algorithm. The results of the segmentation process are compared to the standard CNN. 

Alternatively, the segmentation process of the CNN template is optimized by using the 

Neuro-Fuzzy algorithm. The results of the segmentation process are then compared to the 

standard CNN. Finally, the three results from the standard CNN, the CNN with Adaptive 

Fuzzy and the CNN with Neuro Fuzzy are compared in order to evaluate the performance 

of the presented methods applied to the segmentation of vehicle license plates. 

The algorithm steps depicting the proposed methodology are given below, 

(1) License Plate image and ideal license plate image are assigned as input images to 

the CNN. 

(2) The template values for the CNN are optimized by means of the standard CNN 

template. 

(3) The CNN is now carried out to run with input license plate images from step 1 and 

the template values from step 2. 

(4) The output of step 3 as the segmented vehicle license plate image is recorded. 

(5) Again new template values are optimized using Adaptive Fuzzy algorithm. 

(6) The CNN is carried out to run with the same input image as in step 1, but with new 

template values which are being obtained from step 5. 

(7) The output of step 6 as segmented vehicle license plate image is again recorded. 

(8) Again new template values are optimized with the Neuro-Fuzzy algorithm. 

(9) The CNN is carried out to run with the same input image as in step 1, but with new 

template values which are being obtained from step 8. 

(10) The output of step 9 as segmented vehicle license plate image is again recorded. 

(11) An evaluation is performed between the results obtained from steps 4, 7 and 10. 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.12 (2016) 

 

 

386   Copyright ⓒ 2016 SERSC 

Input Vehicle License Plate Images

Cellular Neural Networks

CNN Template Optimization 

using Adaptive Fuzzy 

Algorithm

Segmented Vehicle License Plate Images

Standard CNN Template

CNN Template Optimization 

using Neuro-Fuzzy

Algorithm

 

Figure 2. Block Diagram of Proposed Methodology 

The block diagram of the proposed methodology is shown in Figure 3. The CNN 

template optimized by the standard CNN template, the Adaptive Fuzzy, and the Neuro-

Fuzzy algorithms to perform the vehicle license plate image segmentation process is 

shown in Figure 3. 
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Figure 3. The CNN Template Optimized by Standard CNN Template, 
Adaptive Fuzzy, and Neuro-Fuzzy Algorithms 

 

3. Cellular Neural Network (CNN) 

Cellular Neural Network (CNN) is a massive parallel computing paradigm defined in 

an n-dimensional regular array of elements, cells [16]. CNN can be defined as an array of 

2D or 3D is locally connected to the nonlinear dynamic systems called cells, whose 

dynamics are functionally determined by a small group of parameters that controls cell 

interconnection strength [16]. The architecture of CNN, to illustrate [7], is depicted in the 

following block diagram as shown in Figure 4. 
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Figure 4. CNN Block Diagram 

A class 1 MxN  standard CNN is defined by a MxN  rectangular array of cells ),( jiC  

located at the site ),( ji , Mi ,,2,1  , Nj ,,2,1  . Each cell ),( jiC  is defined 

mathematically, by following [17], in state equation as follows: 

 
   

 
   




jiSlkC

ijkl

jiSlkC

klijij

rr

zulkjiBylkjiAxx
,,,,
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              (1) 

where 
Rxij , 

Rykl , 
Rukl , and 

Rzij  are called state, output, input, and 

threshold of cell ),( jiC , respectively. ),;,( lkjiA  and ),;,( lkjiB  are called the 

feedback and the input synaptic operators (or feedback template and control template). 

The index pair ),;,( lkji  denotes the signal direction from  the cell ),( jiC  to the cell 

),( lkC . The output equation is given by the equation 

  1
2

1
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                                       (2) 

From the block diagram CNN in Figure 4, there are two (2) important matrices. There 

are the matrix ),;,( lkjiA  and ),;,( lkjiB  called feedback template and control template 

respectively. Sometimes, the values of the elements of the matrix are chosen as an 

arbitrary value [18]. 

For example, if the matrix is selected to the size of 3x3 matrix, then the values of the 

elements of the two matrices are: 
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bbb

bbb
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aaa

A

                                    (3) 

where the value of the elements 
9,,1 aa 

, and 
9,,1 bb 

 is an arbitrary value. 

In other references, the values of the elements of the matrix ),;,( lkjiA  and 

),;,( lkjiB   are arranged in the form of cloning template [6]-[7]. The brief explanation is 

as follows. To illustrate for a 3x3 matrix, the value of each element of the matrix 

corresponds to the following equations according to [6]: 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.12 (2016) 

 

 

388   Copyright ⓒ 2016 SERSC 
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                               (4) 

A fully stable  CNN  can be formed by selecting the following cloning template [6]: 

.,,,

,,,,

64738291

64738291

bbbbbbbb

aaaaaaaa





                                              (5) 

And the feedback template and control template matrix are as follow: 
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                                              (7) 

For the standard CNN template, in this paper, the values are selected by trial and 

random, repeated such that the selected values lead to the best results. 

 

4. Adaptive Fuzzy (AF) Based Template Optimization 

In this part, the CNN is combined with Adaptive Fuzzy. Adaptive Fuzzy usually 

expressed in the form of changes in the Fuzzy Membership Function. Examples of 

changes Gaussian-type Membership Function can be found at [19]. The Adaptive Fuzzy 

(AF) algorithm is used to process template tuning CNN in order to obtain  the parameter 

values of A and B as the feedback template and the control template. To get the CNN 

template values, the matrix A and B are in the standard form as follow:  
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                                  (8) 

where the values of the feedback template and the control template are optimized by 

means of  Adaptive Fuzzy Membership Functions (MF) as shown in Figure 5. Onli
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Figure 5. (a) Membership Function of Error. (b) Membership Function of 
Delta Error 

By using the following terms: small error (SE), medium error (ME), big error (BE), 

small delta error (SDE), medium delta error (MDE) and big delta error (BDE), the well-

known bell function is used as the membership function. The bell functions are given by 

the following equations: 

)3,2,1;( aaaerrorbellSE 
    

)3,2,1;( bbberrordeltabellSDE 
 

)6,5,4;( aaaerrorbellME      )6,5,4;( bbberrordeltabellMDE   
)9,8,7;( aaaerrorbellBE      )9,8,7;( bbberrordeltabellBDE      (9) 

The formulation of Bell with the membership function parameters iii cba ,,
 and x  as 

error or delta error is given by the following equation: 

 





















i

i

i

iii b

a

cx
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1
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),,;(

                                       (10) 

To get a wide variety of Fuzzy MF which means a variation of CNN template, the 

process is carried out by using the following iterative procedure as shown in Figure 6.  
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Figure 6. CNN Template Creation Process Using Adaptive Fuzzy MF 

The CNN output is compared with the target image which is regarded as a desired ideal 

plate. From this comparison, it is obtained the difference (error). Error and delta error are 

then used as the adaptive fuzzy membership function defined as New CNN Template 

variance. Furthermore, the CNN output is compared to the target image and gives the 

difference (error) again. The process is repeated continuously until the RMSE achieves 

the accepted level or the iteration is terminated. 

The variations of Fuzzy MF parameters as the new CNN template of A and B  as 

feedback template and control template variances are defined by using the following 

equations.  
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        (11) 

where error  and errordelta  denote the average error and the average delta error 

respectively and i  as the iteration step. 

To get the best MF parameters which are the best CNN template, it can be done by 

repeating the experiment several times. After that, the best parameters that meet the 

criteria are selected. Alternatively, during the process, it is observed the alteration of the 

parameters by using rules of convergence error defined as the root mean square error 

(RMSE). The convergence of error is defined by the equation: 



 





.,

),()(, 1

1
otherwiseP
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old
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                (12) 

where iP
 represents the MF parameters of Bell, i.e. iii cba ,,

 and ( i  denotes iteration). 

newP  as the new variance of 1iP
 and oldP

 as ii PP 1 . 

 

5. Neuro-Fuzzy (NF) Based Template Optimization 

In this part, the CNN is mixed together with Neuro-Fuzzy. The Neuro-Fuzzy (NF) 

algorithm is utilized to process template tuning CNN. The Neuro-Fuzzy used to optimize 

the CNN template is Adaptive-Network-Based Fuzzy Inference System or Adaptive 

Neuro-Fuzzy Inference System (ANFIS) described in [14]-[15]. In this process, ANFIS  is 

implemented in order to find the value of A and B  defined as the feedback template and 

the control template. The CNN template values are acquired by using the standard matrix 

A and B  as described in the equation (8) similar to the representation used in the 

Adaptive Fuzzy algorithm: 
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To get a wide variety of ANFIS MF which means a variation of CNN template, the 

process is shown in Figure 7. The process is similar to the Adaptive Fuzzy optimization 

with an addition in the Forward Pass process of ANFIS. 
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Figure 7. CNN Template Creation Process Using ANFIS MF 

Error and delta error are defined as inputs to Forward Pass of the ANFIS structure as 

shown in Figure 8. The steps of the Neuro-Fuzzy algorithm to process template tuning of 

the CNN by using Forward Pass of ANFIS are described as follow. 

Layer 1: 

In this layer, the bell function is utilized as the membership functions which are given 

by the following equations: 

)3,2,1;(1 aaaxbellA    )3,2,1;(1 bbbybellB   
)6,5,4;(2 aaaxbellA 

 
)6,5,4;(2 bbbybellB 

 
)9,8,7;(3 aaaxbellA 

 
)9,8,7;(3 bbbybellB 

                          (13) 
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Figure 8. Neuro-Fuzzy Structure 

Layer 2: 

In this layer, fuzzy logic AND is used in the node function. The outputs of this layer 

follow the equations: 

),(min

),(min

),(min
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                                                  (14) 

Layer 3: 

The input signals of this layer are normalized, the normalization is given by: 
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                                               (15) 

Layer 4: 

Arranging the incoming signals, it is obtained a matrix M  which is of the form: 

])()()()()()[( 333222111 wywxwwywxwwywxwM 
             (16) 

By means of the Least Square Estimate (LSE) method, the consequent parameters 

]...[ 91  
 are found by using the following equation: 

DMMM TT 1][ 
                                            (17) 

where D  is the desired output of the neuro-fuzzy (ANFIS). The consequent parameters 

]...[ 91  
 are then used to compute 1f , 2f  and 3f  by using the following equations: 

9873

6542

3211













yxf

yxf

yxf

                                              (18) 
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After that, the outputs of nodes in layer 4 are obtained by computing 11 fw , 22 fw  and 

33 fw
. 

Layer 5: 

Finally, the outputs of this layer become the ANFIS output which is the summation of 

the input signals given by 

332211 fwfwfwf 
                                            (19) 

The next process is to compare the output of the ANFIS with the target image regarded 

as a desired ideal plate. From this comparison, it is obtained the difference (error). The 

error  and the delta error are then used as ANFIS MF performed as New CNN Template 

variance. Furthermore, the CNN output is then compared to the target image and 

produced the difference (error) again. Error and Delta Error act as ANFIS inputs and then 

are processed by using Forward Pass of ANFIS to produce the ANFIS output. The ANFIS 

output is then  compared with the target image to get the Error and Delta Error that are 

used as ANFIS MF as New CNN Template variance. The process is repeated 

continuously until the RMSE value is accepted or the iteration is terminated. 

The equation of ANFIS MF parameters variation as new CNN template is updated by 

using the same definition as Fuzzy MF parameters in equation (11). To get the best 

ANFIS MF parameter which is the best CNN template, it is carried out by repeating the 

experiment several times and the best parameters that meet the criteria are then selected. 

Alternatively, during the iteration process, it is observed the change of the parameters by 

using rules convergence error (RMSE) as given in equation (12) where error and 

errordelta  are the average error and the average delta error respectively obtained after 

the Forward Pass process of ANFIS compared to the target image. 

 

6. Results and Discussion 

The proposed methods are tested to the Indonesia Standard license plate images 

segmentation. The results of the segmentation process are close to the ideal target vehicle 

license plate images. The ideal vehicle license plate images which are targeted as shown 

in Figure 11, are the result of the license plate images which have been cleaned from the 

noise or unwanted information manually. Trials have been performed several times to 

process Indonesia vehicle license plate images. The optimized template values, A and B  

templates as feedback and control templates and bias ( I ) are given in Table 1.: 

Table 1. The Optimized Template Values 

Fuzzy based optimized template ANFIS based optimized template 

   


















47.12150.211.8

53.350.211.8

25.4250.211.8

A

 

   


















18.550.254.118

54.4350.254.118

41.8450.254.118

B

 

    0I  

   


















00.25050.200.50

00.12550.200.50

01.050.200.50

A

 

   


















26.25150.2229.90

12.24950.2229.90

64.23250.2229.90

B

 

    0I  
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The initial and the final Fuzzy MF obtained by using Adaptive Fuzzy algorithm as the 

function of error and delta error before and after the optimization process are shown in 

Figure 9. For ANFIS, the initial and the final ANFIS MF changes are shown in Figure 10. 

 

 

Figure 9. Initial Membership Function and Final membership Function of 
Error and Delta Error for Adaptive Fuzzy 

 

Figure 10. Initial Membership Function and Final Membership Function of 
Error and Delta Error for ANFIS 

The results of several experiments using different license plate images are shown in 

Figure 11. Three image quality measurements, such as Peak signal-to-noise ratio (PSNR), 

Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) are utilized to 

measure the difference between two images. The calculation results using PSNR, MSE, 

and RMSE image quality measurements are shown in Table 2. To calculate the MSE and 

PSNR, the following equations are used [20]. 

 

dB
MSE
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where: 

ijX
is the 

thi row and the 
thj column pixel in the target image, 
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ijX
is the 

thi row and the 
thj column pixel in the segmented image, 

M  and N  are the height and the width of the image, 

J  is the dynamic range of pixel values, or the maximum value that a pixel can take 

(equals to (255) for 8-bit images). 

In the experiment, the expected results are small values for MSE and RMSE and big 

value for PSNR. This means the difference between pixels in the target area is close to 

zero. 

As can be seen from Table 2, the CNN template optimized by Adaptive Fuzzy 

algorithm results in the PSNR values are better than the standard CNN as indicated by the 

value of PSNR higher than the standard CNN on the license plates of vehicles to 1, 2, 3, 

4, 5, 6, 7, 8, 10 (nine of ten or 90%). However, the MSE and RMSE values are smaller 

than the standard CNN on the license plates of vehicles to 2, 4, 6, 9 (four of ten or 40%). 

For the CNN template optimized by ANFIS algorithm, the PSNR values are better than 

the standard CNN as indicated by the value of PSNR higher than the standard CNN on the 

license plates of vehicles to 1, 2, 3, 4, 6, 7, 8, 10 (eight of ten or 80%). Moreover, the 

MSE and RMSE values are smaller than the standard CNN on the license plates of 

vehicles to 1, 3, 4, 5, 6, 9, 10 (seven of ten or 70%). 

Comparison with the standard CNN, the CNN template optimized by Adaptive Fuzzy 

algorithm or the CNN template optimized by ANFIS algorithm produced better 

performances than the standard CNN. Both CNN templates optimized by Adaptive Fuzzy 

or ANFIS algorithm had the advantages of each. The CNN template optimized by 

Adaptive Fuzzy algorithm contributed to the PSNR values better than optimized by 

ANFIS. While the CNN template optimized by ANFIS algorithm contributed to the MSE 

and the RMSE values better than optimized by Adaptive Fuzzy. To sum up, the CNN 

template optimized by ANFIS algorithm produced better image quality than the standard 

CNN and the CNN template optimized with Adaptive Fuzzy algorithm.  

 

         Input Image      Target Image     CNN        CNN+Fuzzy    CNN+ANFIS 

1.          

2.          

3.          

4.          

5.          

6.          

7.          

8.          

8.          

10.          

Figure 11. Segmentation Results 
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Table 2. Image Quality Measurement 

License Plate 
CNN CNN+Fuzzy CNN+ANFIS 

PSNR MSE RMSE PSNR MSE RMSE PSNR MSE RMSE 

L 1869 CI 10.01 191.25 13.83 10.13 193.01 13.89 10.05 190.61 13.81 

L 1866 BK 10.07 186.48 13.66 10.25 186.16 13.64 10.39 190.85 13.81 

W 1270 XM 11.25 207.34 14.40 11.74 207.91 14.42 11.34 205.76 14.34 

W 500 NH 11.61 215.87 14.69 11.72 214.59 14.65 11.68 214.56 14.65 

B 1406 BZK 12.26 208.94 14.45 12.39 210.82 14.52 12.26 207.31 14.40 

B 1400 NLQ 9.99 200.54 14.16 10.07 199.36 14.12 10.01 199.01 14.11 

P 1034 QO 10.33 189.97 13.78 10.67 193.42 13.91 10.55 190.50 13.80 

N 1986 VH 12.34 221.06 14.87 12.45 223.08 14.94 12.47 223.17 14.94 

AG 5140 UE 5.77 111.27 10.55 5.77 110.21 10.50 5.73 108.65 10.42 

DK 1946 ET 7.69 153.15 12.38 7.86 153.87 12.40 7.94 152.18 12.34 

 

7. Conclusions 

The paper proposed Adaptive Fuzzy and Neuro-Fuzzy algorithms as a learning method 

in the CNN template for the vehicle license plate image segmentation. The quality of the 

vehicle license plate image segmentation was determined by using the calculation of 

PSNR, MSE, and RMSE respectively. Experiment results indicated that the CNN 

template optimized by Adaptive Fuzzy and ANFIS algorithm proposed in this paper are 

better than the standard CNN edge detector in vehicle license plate image segmentation. 

But the CNN template optimized by ANFIS algorithm is recommended. It is shown from 

the calculation of PSNR, the CNN template optimized by ANFIS algorithm is 80% better 

than the standard CNN, and the resulted MSE and RMSE are 70% better than the standard 

CNN. Whereas the CNN template optimized by Adaptive Fuzzy algorithm achieves the 

PSNR 90% better than the standard CNN, but it yields the MSE and RMSE 40% worse 

than the standard CNN. The results show that our new approach is able to acquire high-

performance vehicle license plate image segmentation system. 
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