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Abstract

In recent years, dynamic hand gesture recognition has been a research hotspot of,
human-computer interaction. Since most existing algorithms contain problems M\
computational complexity, poor real-time performance and low recognitio
cannot satisfy the need of many practical applications. Moreover, key framgs

inter-frame difference degree algorithm contain less inforfation, w s to less
identified species and lower recognition rate. To solv problengs, e present a
n f block feature

dynamic hand gesture trajectory recognition metho he theor

to extract key frames and the skin-color clusterinﬁ d ge segmentation. Firstly,
this method extracts block feature of degree of dif e betwsé\ mes in hand gesture
sequence to select key frames accurately. dly, the hod based on skin-color
clustering is applied to obtain the area, of a% segmenting hand gestures
from images. Finally, hidden Markov which the angle data of hand
gesture trajectories are input, is and identifying dynamic hand
gestures. Experimental results sh of key-frame extraction is used to
obtain information of dynami gest accurately, which would improve the

recognition rate of dynam nd gestu;l%cognition and, at the same time, can

guarantee the real-time of-hand gestu ition system. The average recognition rate

is up to 86.67%, and % age time effictency is 0.39s.
*
Keywords: D \ and %recognition; Hand gesture trajectory; Key frame;

in-eolor cluste

opment of technology information, embedding computer into
ent duly has become a new research area of Human Computer
Interactiop. Traditional input devices, such as keyboard and mouse, are not simple and
i owever, hand gesture, a kind of simple, visualized and convenient Human

P t@r y, dynamic hand gesture recognition based on vision has become a hot research
% and gesture recognition is also widely applied in sign language recognition, virtual

r , video games. Compared to static hand gesture recognition, dynamic hand gesture
recognition receives more extensive use in real world. Nevertheless, dynamic hand
gesture consists of a series of different hand gestures of gesture sequences and it takes a
lot of time to recognize each kind of hand gesture, which makes the velocity of hand
gesture recognition unavailable [3-4].

Hand gesture recognition based on vision is a main research area. Ren et al. [5]
proposed an approach based on spatio-temporal appearance modeling and dynamic space
time warping algorithm to recognize hand gestures with complex background. Average
recognition rate is 97%, however, the average time of segmentation, parameters extraction
and recognition are 1.1s, 0.9s and 0.07s. Bao et al. [6] proposed an approach based on
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SURF to track hand gesture trajectory. They built a dynamic hand gesture model after
time warping and recognized dynamic hand gestures with data stream clustering method
based on correlation analysis. Recognition rates of training set and test set are 87.1% and
84.6%. Pang and Ding [7] proposed to use divergence, vortices and hand movement
direction vector as features and recognize hand gesture with traditional hidden Markov
model (HMM). The recognition rate was improved, but time complexity was still
relatively high. On the basis of von Miser and Fiser mixture theory, Beh et al. [8]
proposed to use probability density function as the input of HMM model to build a spatio-
temporal data model. This approach can eliminate the effect of arms on the experimental
results and ignore the distance between the cameras. Wang et al. [9] proposed to use
invariant curve distance and direction vector as features, use the threshold model to
generate the optimal threshold and HMM to recognize dynamic hand gestures accurately.
Wang et al. [10] proposed to quantify the directional feature of hand gestures and code
after preprocessing the feature. They improved discrete HMM algorithm to recegnizes
dynamic hand gestures. This approach has high recognition rate, but it takes lorgsti
recognize, which makes the real-time capability unavailable.
e fe
£

In this work, aiming at the problems that existing dy ic hand gest
algorithm has high computational complexity and low r e'perf is paper
studies key frame extraction algorithm and feature ext re trajectory
through the establishment of a dynamic hand g gnlt on . To solve the
problem that the key frame image contained in |s ing \Vi erence algorithm
resulting in the lack of recognition types and I w recognition rde, this paper presents a
dynamic hand gesture recognition approach on bloc ture extraction and color
clustering. Firstly, the image difference is d by usﬁg e method of block, and the
key frame sequence is selected. Secon metho skin-color clustering is used to
segment the image of the key fra ence ; using the HMM modeling and
recognize of dynamic gestures ental reSUls how that the proposed method can
effectively meet the real-ti ar;ce%the dynamic hand gesture system and
guarantee the accuracy of the algorith

The rest of this paper iSj@rganized I ws. Section 2 describes the preliminaries. A
detailed dynamic han re traj cvsyrecognition method is described in Section 3.
Subsequently, Seo@ives U%erimental results as compared with other related
a

methods. Finall(‘ nclude r in Section 5.

2. TheP inari @
At present, the k e extraction methods can be summarized as the following four

kinds:
(1) Key frar@raction method based on shot boundary [11]. The first frame, the
middle o%zr? rame of each shot are chosen as the key frames. This method is concise

in desigp in computation, and suitable for switching scenes with simple contents or
flxe . But for complex and the variety of scenes, extracted shots are often unable

e @ ent the information of the shots accurately.

% Key frame extraction method based on motion analysis [12]. On the basis of optical

operation, the key frame is selected according to the structure of the lens. However,
this method has a huge amount of computation, the real-time performance is poor, and the
local minimum value is not necessarily accurate.

(3) Key frame extraction method based on visual content [13]. The key frames are
extracted by the color, texture and other visual information of each frame. When the
information is significantly changed, the current frame is the key frame. Main idea:
Firstly, regard the first frame of the shot as the key frame. Then, the difference between

the previous key frame and the rest frame is calculated. If the difference is greater than a
certain threshold, another key frame is selected. This method can select the appropriate
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number of key frames according to the change of content, but the selected frame is not
necessarily representative of meaning, and it is easy to select too many key frames.

(4) Key frame extraction method based on clustering analysis [14]. Clustering method
can effectively capture the visual content of the video camera, but it cannot save the time
sequence and the dynamic information of the image frames. This method is the main
technology of key frame extraction. Main idea: Firstly, determine an initial cluster center.
Secondly, according to the distance between the current frame and clustering center to
judge the current frame is classified as class or as a new clustering center. After clustering
the frame, the closest frame is taken as the key frame.

3. The Proposed Schemes

3.1. Extraction Dynamic Hand Gesture Trajectory Recognition Procedure

As is shown in Figure 1, this paper studies dynamic hand gesture recognitionba ¥

two aspects: the key frame extraction based on block feature, hand gesture se ion
based on the skin-color clustering.

_____________ _’_ — —
I/ Key frame extraction based on b@re @\ \
| LY g
| e

Degree of difference

Frame.S » between frames N\ g Blo .
processing XtIe

calculation

Vﬂ'iherthekey
frames?

. . . AN

Calculating trajectory point \

« — <« ——\
and track center

sequence
Figure 1@%W r@of Dynamic Hand Gesture Trajectory Recognition

(1) Firstly, calcul difference of the image of the dynamic hand gesture sequence,
compare the blo res of difference of extracted frames and obtain the accurate key
frame sequenc$i

2 A d gésture segmentation method based on skin-color clustering is used to
age of key frames. By computing the trajectory point sequence, the point
tory is extracted as the feature of hand gesture trajectory, and the input HMM

is used for modeling and recognition.

35 Key Frame Extraction Based on Block Feature

This paper uses the key frame extraction method based on the block feature to select
the key frame of the image frame sequence. The basic idea is to calculate the difference of
all the images in the hand gesture image sequence, and extract the block features of the
frame difference. Then the maximum M value is selected as the key frame, and the final
key frame sequence is obtained through time warping. Steps are as follows:

Step 1: Convert color space. Convert RGB value of each pixel to gray value,
calculation formula is as follows:
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Gy (i, J)=Rox 1y (i, )+ Gy x 9y (i, )+ By xby i, §) (2)
Where R;=0.299, G,=0.587, B;=0.114, n=1, 2, ..., N, ry(i, ), 9a(i, J) and by(i, j) are red,
green and blue components of (i, j) pixel point of the n-th frame image.
Step 2: Calculate the difference and extract frame image difference of block features.
Difference calculation formula is as follows:

Diff, :Zch(i, i @
i

Where,
15i 20
.1 @, J')J
C.G,j)= 15(i—zl)+1(20(jzl)fr (3)
0 others

Formula (3) can be understood as: a (160x120) difference matrix is divideq‘inW’

blocks to extract features, as follows:
Q/ @

apy a

Q601 602
To convert

()
83 A \i&
<

Be 4201 K@ 82016 B2017 2030 e and so on, in
Q At @) = Poa (i, ) —Po Qv J) 6)
O n(1, 1) =G (i, ) -G, (i, J) (7

Where n=2, 3, ... =Gn(1, J) is the value of (i, j) pixel point of n-th difference matrix.
Step 3: The iftm value of the difference is selected as the key frame sequence
according to ( 1 blue "o" marked points in Figure 2. Then, select all the extreme

points an%ain he final key frames, all red “><”” marked frames in Figure 2.

&
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Figure 2. Selection of Key Frame Based on Block OE
e(i)_{l diff "(i) ~ diff (i) = \ @

0 others
Step 4: By using the time warping aIgonthm@can ge \J@y frames of video
sequences.

Series of hand gesture images are obtai
analyzing Figure 2, it is obvious to find"
uniform in Figure 2. In order to bui
we need to segment the target regi %Q

y the ext n of the key frame. After
t the sglecte key frame sequence is more
mo age sequences and recognize it,
xtract ture vectors from the target area.

3.3. Hand Gesture Segme ased 0 @1 Color Clustering

Illumination conditio -.’ the real ment including light direction, brightness,
color, will influence ghe€irnage great Therefore the illumination compensation is
necessary before igiage\p cessmgq&mh can reduce the impact of a certain light.

{ f illumination compensation is Gray World, and

concrete algeritiin Steps ar OWs:

e avR, avG, avB of R, G, B three components of each pixel
in the image, and obt e average gray value avGray of the image, formula is as
follows:

$ avGray = (avR +avG +avB)/3 9)
Step 2; Yse the average gray value to adjust R, G and B of each pixel in the original

image. F s are as follows:

C(R)=C(R)-avGray/avR
O C(G)=C(G)-avGray /avG (10)

@ C(B)=C(B)-avGray/avB
Step 3: Range C(R), C (G), C (B) to 0 ~ 255, if the value is out of range, we set it to
255. The color offset in the image can be eliminated effectively in this way so that each
pixel in the different color distribution tends to balance and plays a good role in light

compensation.

(2) In RGB color space, R, G and B all have different degrees of brightness information
and some correlations. It is necessary to normalize the luminance component in RGB

space, but this method can only eliminate the relative luminance component in R, G and
B. It can be known that the adaptive method is not good for skin-color detection in the
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color space. After the experiment, the distribution of three components of the color and

the color of the whole image is obtained, as shown in Figure 3.

R,G,B of image
160 T : : = T T T

R,G,B of image

value

0 20 40 60 80 100 120 140 160

(a) RGB Distribution of Skin-color Region (b) RGB D|§:on of%@e Image

Figure 3. RGB Distribution

Processing procedures are as follows: Q V
Step 1: From Figure 3, we can see that the sk or reglo he R>G>B. We can
cluster skin-color region according to the char. Q‘lstlcs CI@'mg formula is as follows:
0eR
>
2

@lbg\ 1)

The clustering resu I images s that the approximate area of the hand gesture
can be selected. T ihed area%s shown in Figure 4.
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Figure 4. Hand Gesture Segmentation Based on RGB Clustering
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From Figure 4, it can be seen that only RGB color clustering cannot successfully
segment the hand gesture region, so it is necessary to deal with the hand gesture image.

Step 2: The RGB value of the image is converted to HSV value. In the HSV color
space, the H values of the pixels in the skin-color image and the whole image are
collected, and the spatial distribution of the skin-color points H is shown in Figure 5.

Hue of Skin Hue of Image

Figure 5. H component Distribution of Ski or an T ole Image

is [0, 0.13] and the distribution range of S co nt of skl lor is [0.08, 0.8]. Formula

From Figure 5, it can be seen that the distribftio nge of m ponent of skin-color
is as follows:

B(i j) 1 H(| 0.8] 1
oth% (12)
Based on the combmaﬂo&ﬂsx’n ula gb and clustering formula, we can segment
the hand gesture region from age. T x ts obtained are shown in Figure 6.

Frame3 @amelo amel3 Framel6 Frame20
Frame37 Frame39 Frame4l

Frame55 Frame69 Frame71 Frame89

-~ i B I O

Figure 6. Final Hand Gesture Segmentation Results

Step 3: After the segmentation, the image is processed by erode and dilate operations.
The edge of the hand gesture region is in a zigzag contour, so it is necessary to smooth
hand gesture region with image erosion and expansion.

(3) When extract hand gesture region in YCbCr color space, if the mean value of two
classes is very similar in segmentation samples, it shows that there is a certain overlap
between the two classes. By using the method of pre-splitting, the average value of the
class can be effectively separated, so that the error can be minimized. The classification
procedures are as follows:
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Step 1: Firstly, a pixel point set H is set up for the image:
H ={/mmefL N} (13)

Step 2: Then randomly select a sample v; from the point set H as the reference value of
the mean value 1, of the K; class; The initial number of classes is 1, and then all of the
pixel points are calculated, and finally get the most distant point g,, of the class.

gn =arg max(d(gj,/ll)) (14)
gjek,

In (14), the distance between pixel point g; and class center 4, is represented. Add a
class center A,=g,. The number of samples increases to 2.
Step 3: According to (15).

i =arg min(Dist(gj Ky
mel1,2]

Re-cluster all pixel points. We select the closest distance to cluster acc &Bthe
distance between pixels and centers:

2
H™ ={K;(i e[t m]) \* @ (16)
After classifying, mean x; and variance i are egti gain. Re tep 2 and keep
traversal operation of set of all classes Ki(ie[1, Iassifh%n’\Yection is added to
ntmbe

classify samples and classifying stops until is the r of classification).
i class
improved in‘his paper. The split K-means

Finally, this algorithm clusters sample set H
Traditional K-means clustering algorit

clustering algorithm can effectively r e noi e@he sample and reduce the error
caused by the classification, which aeCelerates t)§$M clustering, avoids the dead cycle
and obtains better results. The does not to consider all kinds of skin-color
threshold of pixels. Skin-cdﬁf n a ground region are separated by image
clustering method. Compared With th al segmentation method based on skin-
color, this method can e vely imp he skin-color segmentation effect.

3.4. Trajectory F% xtrac ﬁ
Steps of t 'e@ eature extraetion are as follows.

Step 1: te the er of hand gesture region of each image, which means
centroid po n Yn)- is as follows:

PHRLANDIPRENE)
Xy Yn)= 2 2balid) T Y (i)

Step &&Iate the trajectory center (xo, Yo) of trajectory points {(x, y1), (X2, ¥2), ... ,
(Xm, b ormula is as follows:

1w 1w
@ (XOvyO): ?th'?zyt (18)
t=1 t=1

Step 3: Calculate the vector of each trajectory point X,(x,, yn) and trajectory center
Q(Xo, Yo). Formula is as follows:

an :(Xn _XO’yn _yo) (19)
Calculate the angle that x axis positive direction and connecting line of remaining
trajectory points and trajectory centers formed. Formula is as follows:

(15

(17)
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c c=d
d d=180+c
%71c+180 ((c+d)=180)and (c+ 90) (20)
c+360 (c+d=0)and(c=d)

where,

_ Yn—Yo  d =arccos Xn ~ %o
¢ =arctan 220
*n = %o \/(Xn—xo)2+(yn—y0)2

Step 4: Because the angle degree ranges 0°~360°, it needs structured angle. Angle
structured graph is shown in Figure 7, formula is shown in (22).
Sh

22.5

N/
S X~
V2 ) <§9

1011 12 13146

Figure 7. Ang uctur%\ph

(21)

Ang, = (22)

Step 5: The obtained angle seq %ctor ng:, Ang.,..., Angy) is used for the
feature vector. Input HMM m § ram it
3.5. Hand Gesture Reco ition Base

HMM is compose -order Manov process and observed random process. They
are used to desc elatloneb%a mong state transition, state and the observation
sequence. Whe first 0’ ) rkov process is described by state transition
probability i and state distribution w, which can describe the state
transition. bserv ndom process is described by state output probability
distribution matrix B can describe the relationship between state and observation
sequence.

HMM mode ee main problems, including Assessment, decoding and learning.
Forward back Igorithm, Viterbi algorithm [15] and Baum-Welch algorithm [16] can
be used t e these problems. This paper uses the mode from left to right as the basis of

the mo learning procedure, the more number of model states selected, the better
resu e obtained. Specific procedure is introduced in [17].

perimental Results and Analysis

Experiment platform: Hardware environment: Inter (R) Core(TM) i3-2120, 4G,
3.30GHz. Software environment: Win7, MATLAB R2013a. Experiment data set of
dynamic hand gesture video library is composed of number “0-9” of dynamic hand
gestures. Three experimenters show 10 different hand gestures and repeat 10 times. We
can get 300 hand gesture samples (3x10x10). The duration of each hand gesture is
different, and it is about 3~12 s (Frame rate =25 fps). To simulate the application of
close distance hand gesture recognition, we make sure that the distance between hand
gesture and camera is 30-80 cm. The size of each 24 true color image is 160x120.
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Figure 8 shows the 1-50 frame images of dynamic hand gesture “7” in the hand gesture
video library. Figure 8(a), Figure 8(b) and Figure 8(c) show the 1-50 frame images of
experimenter A, B and C.

(a) Experimenter A

(c) Experimenter C
OQigure 8. 1-50 Frame Images of Dynamic Hand Gesture “7”

4.; Comparison of HSV Clustering and YCbCr Clustering

In experiment, hand gesture set of each of the participants is trained and recognized by
using HSV clustering and YCbCr clustering. First 6 hand gestures of each participant’s
hand gestures are used for training set, which means that there are 60 (6x10) samples in
the training set. Test set is composed of all samples of each participant’s hand gesture set,
which means that there are 100 samples in each test set. Dynamic hand gesture training
library and test library are tested with the method of HSV clustering and YCbCr
clustering. Experiment results are shown in Table 1.

30 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.12 (2016)

Table 1. Recognition Results Based on HSV Clustering and YCbCr
Clustering from Different Participants

Average sequence Operation speed (s) Recognition rate (%)
Methods
length HSV YCbCr HSV YChCr
Experimenter A 138 0.399596 0.458135 88 81
Experimenter B 100 0.351684 0.399676 100 98
Experimenter C 149 0.422069 0.465978 88 90

Through the analysis of the data in Table 1, it can be seen:

(1) The average sequence length of the experimenter B was the shortest and the time he
needs is the shortest. The average sequence length of the experimenter C was the longest
and the time he needs is the longest. It can be concluded that the recognition time is
longer when the sample is recognized with the increase of the average sequence Iew
the sample and the same segmentation method. They are proportional to each ot

(2) The recognition rate of the experimenter B and the experiment @ th two

0

methods are basically the same. For each participant, the recognitionr the two
methods based on HSV clustering and YCbCr clusteri ’close@?eral which
means the results of the two methods are similar, s SVclusteging method is
selected for the following calculation.

(3) Among the two methods, the recognltlo’ of th Wimenter A is very
different. It can be predicted that the YCb ustering iS not robust to the
environment of the experimenter A. In orde %&ure the |ty of the experiment, it is

better to select the HSV clustering algorﬁK
4.2. Mixed Sample Recognition R

In the experiment, all the sa f the
experiment, which has 30 sa s of each
gestures. We select the fj
sample has 180 (3x6

s%enter A, B and C are selected for the
ic hand gesture and a total of 10 hand
of the participants for training. Training
samples are used to recognize. In experiment

results, the numbeg ™

g recognition samples is 40 and the recognition rate is 86.67%.
The average ope peed o@h mple is 0.393446s. Specific recognition results are
shown in T

It can b from that the recognition rate of the mixed sample is lower than
the experimeft mentio @ n Section 4.1. For different participants, the operating speed
and the recognltlon e different.

&)Ie 2. Recognition Results of Mixed Sample

* - Operation speed (S) Recognition rate (%)
O " Experimenter A 0.399596 88
O Experimenter B 0.351684 100
@ Experimenter C 0.422069 88
All samples 0.393446 86.67

Train and recognize dynamic hand gesture set “0-9” of all samples. Experiments results
are shown in Figure 9. Figure 9(a) shows the number of correct recognition of errors for
each hand gesture. Blue presents the number of correction and Red presents the number of
errors. Figure 9(b) is recognition line chart of each hand gesture “0-9”.
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Figure 9. Recognition Results of Hand Gesture “0-9” Based on HSV

Clustering \/.

It can be seen in the Figure 9 that the error recognition rate of “0” and ;8” her
than other hand gesture. The main reasons for this difference are:

(1) As is shown in Figure 10, different people have different habits of's g “0” and
“8”. They are more random, so the robustness of th d is ve d. It can be

concluded that there are some differences in the habiis ‘and spee‘wﬂ dividual hand
gestures, which leads to a dramatic change in the r cogr@{w

*
(5P "
i | O\
igure 10&@ Writin ys of “0” and “8
hat

*

(2) The angle feature t MM exacts is relatively weak. It will not
accurately generalize the @ion traje%%a d direction of hand gestures, which will lead
e hand gesture of a certain individual.
lize the motion trajectory and direction of hand
itlations and it is not practical.
he mai asons mentioned above, the effects of illumination and
recognition rate unsatisfied.

4.3. Comparison @xisting Methods

In order to verMy the accuracy and real-time performance of the key frame selection
method, ating speed and recognition rate of algorithm is statistical in this paper. It is
comparé%ﬁ the method in [17]. Specific results are shown in Table 3. According to
Tabl proposed method has the same experiment platform, experiment environment

@ gesture library. The recognition rate of the proposed method reduces by 1%, but
%erating speed of the proposed method increases by 14%, which illustrates that this
paper improves the method in [17] successfully and ensures the recognition rate. The
operating speed of system is improved and the real-time recognition of dynamic hand
gesture is a step forward.
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Table 3. Comparison Results of Existing Recognition Method

The proposed method  Ref. [17] Ref. [6] Ref. [5]

Platform frequency 3.3GHz 33GHz 22GHz 600MHz
Frame rate (frame/s) 25 25 8~16 10
Recognition rate(%) 86.67 87.67 84.6 91.7
Operating speed (s) 0.393446 0.457524 1~3 >2.07

5. Conclusions

This paper presents a dynamic hand gestures trajectory recognition based on block
feature and skin-color clustering. On the basis of key frame of dynamic hand gesture
trajectory recognition procedure, the proposed method has solved the problem that few
species of recognition and low recognition rate caused by lacking mformatlo
difference algorithm. The central idea of the proposed method is combini

extraction method of block feature and skin-color clustering segmentgti eth

Firstly, this paper calculates frame difference and extracts blgcksfeatu red Wlth
block feature, key frame sequence is extracted accurate g% ittle d| of image is
ignored. Secondly, skin-color clustering method is sture region of

key frame sequence images. Finally, HMM is use ic nd gesture model

and recognize. Experiment results illustrate that theg posed m is effective, reliable
and robust to complex illumination. It also (&& the de of real-time of dynamic
hand gesture trajectory recognition.

How to simply and accurately extra gest r complex backgrounds will be
the focus of our research in the fut WI|| be improved to build hand
gesture model accurately.
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