International Journal of Multimedia and Ubiqguitous Engineering
Vol.11, No.12 (2016), p 9 -206
http://dx.doi.org/10.14257/ijmue. 2016 1.12.18

Blind Channel Estimation and Equalization

Said Elkassimi!, Said Safi! and B. Manaut?

'Equipe de Traitement de L information et de Télécommunications, Facultés des
Sciences et Techniques, USMS, Béni Mellal, Maroc
?Laboratoire Interdisciplinaire de Recherche en Science et Technique (LIRST),
USMS Béni Mellal, Maroc
saidelkassimi@gmail.com, safi.said@gmail.com, manaut_bouzid@yahoo.fr

Abstract

This paper resolves the problem of channel estimation and identification M—
minimum phase system using three algorithms These algorithms play an impo

values demonstrate that Proposed Algorithm i

algorithms. In addition, the Sign Kurtosis Maximig dap ithm (SKMAA) is
more powerful compared to Constant Modulus Algesithm (C at is to say it gives
the right blind channel equalization.

Keywords: Adaptive blind equaliz @Iln Estlmatlon Higher Order
Cumulants (HOC), CMA, SKMAA, S

1. Introduction *
From the output measurements @hannel system identification is a well
defined problem in se scienc engineering areas such as speech signal
processing, adaptive Tltering, Spectral estimation, communication[1-3]. Signal
processing techrﬁx usi r-Order Statistics (HOS) or cumulants have

ble atten iff the literature [4]. The information contained in

attracted a cn@
the seconr tati
statistical desefiption

where we have to |

tocorrelation functions) would suffice for the complete
aussian signal. However, there are a practical situation
yond the autocorrelation of a signal to extract information
regarding devia rom Gaussianity and presence of phase relation. Thus the
interest in hi@rder cumulants (HOC) or higher order statistics (HOS) is
permanently growing in the last years [5]. Also the finite impulse response system
identific ased on HOC of system output has received more attention. Actually
the bli qualization of radio mobile channel has become an important topic in
i i@ommunications. that why, we try to study the popular adaptive blind
%I ation Bussgang algorithm (the Godard algorithm [6]) or Constant Modulus
rithm (CMA) [7], and Sign Kurtosis Maximization Adaptive Algorithm
(SKMAA) [8] in the context of non constant modulus data with spatio-temporal
diversity. The paper also describes three algorithms, Safil, Safi2 and Saidl, which
are used to estimate the parameters of radio mobile channel in noisy and non noisy
case. Moreover we attest the blind equalization of channel using the Constant
Modulus Algorithm (CMA), Sign Kurtosis Maximization Adaptive Algorithm
(SKMAA) and Saidl algorithms.

ISSN: 1975-0080 IJMUE
Copyright © 2016 SERSC


mailto:saidelkassimi@gmail.com
mailto:safi.said@gmail.com

International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.12 (2016)

2. Problem Statement

The output of a Finite Impulse Response (FIR) channel, excited by an unobservable
input sequences, i.i.d. zero-mean symbols with unit energy, across a selective channel
with memory p and additive noise (Figure 1) is given by the following relationship.

X(k) = hy(k)S(k) + V(k (1)

Where hy, = [h(1), h(2),...,h(p)] represents the channel parameter, S(k) input
system and V (k) is the additive colored Gaussian noise.

S(k) > FIR Channel X (k)
V (k)
Figure 1. Channel Model QE

3. Blind Algorithms $ %
3.1. Safil Algorithm[9] OQ
Hypothesis:
Let us suppose that: 6

. The additive noise V(k) is Ga Qolor @Ith symmetric distribution, zero

mean, with varlance a? the cumulants vanishes for m > 2
. The noise V(t) is | of S( (k)
. The channel (FIR sy order p i osed to be known and h(0) = 1.

. The system is causal, i.e., h(z@ i <O.
. The m™ order nt oft&o t signal is given by the following equation
*

[5], [10],1\‘&
cmy@%_l Gy 2 NG +t)---hGi+1,.,) @

Where y,,, repre e m™" order cumulants of the excitation signal (S(k)). Based
on equation (Z)& orithm is developed by the following relationship:
14

Z R E @ —i)= ez h(Dh(i + t; — £)Coy (s — ©)
i ®)

If use the property of the ACF of the stationary process, such as Cy,,(t) # 0 only
p <t < p) and vanishes else were.

h(D)Csy (=p — i, t; — i) = €h(0)h(t; + p)C2y(—P)
i=0
(4)
Else, if we suppose that t, = —p, EQ. (4) will become

C3y(_p: -p) = Eh(O)CZy(_p) (5)
Using Egs. (4) and (5) we obtain the following relation
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14
D sy (p =it =) = h(tz +p)
- ©

Else, if we suppose that the system is causal, i.e.,, h(i) =0if i<0. So, fort, =
—p, ...,0, the system of Eqg. (6) can be written in matrix form as:

C3y(-p—1,-p—1) - (3,(—2q,—-2q)
Coy(mp—L,=p) —a = Cay(=2p,—2p+1) | [}
C3y(-p—1,1) o Cay(=2p,—p) —a | \n@)

0 V’
_C3y( P, -p+ 1)

()
C3y(%

Were a = C5,,(—p, —p).

The above Eq. (7) can be written in compact form OQ

Mh, = d, 8)
Where M is the matrix of size (p + 1) X ments’}\%column vector constituted
by the unknown impulse response paT rs h ,...,p and dy is a column
vector of size (p + 1) x (1) as indic he q e least squares solution (LS) of
the system of Eqg. (8), permits bI tlflc f the parameters h(n) and without
any “information” of the input e chan the solution will be written under the
following form
9)
3.2. Safi2 AIgonthm[?
From the E mI cumulants of the output signal, {y(n)}, and the
coefficients ere n > 7are linked by the following relationship:
)Cny ) J+tmttm o tno1)
j=0

|
N~ (10)

If en = 4and m = 3 into Eq. (10), we find the basic relationship developed in
If we taken =3 andm = 2 into Eqg. (9), we find the basic relationship of the
b

o@ thms developed in [14]. So, the equation proposed in [15] presents the relationship
etiveen different n'™ cumulant slices of the output signal {X (n)}, as follows

p r
z h(j) 1—[ h( + ty) Cny(ﬁlr v BroJ @y, O _rq)
=0 k=1 ]
14 r T 7
- Z h(i) 1—[ h(i + B | oy (b s bl gy )i+ )
i=0 L k=1 |

(11)
Wherel <r<n-—2.
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If we take n=3 we obtain that r=1, so the Eq. (10) will be

14 14
N RDRG + )Cay Brj + @) = Y RDRG +B)Cay (b1, + 1)
j=0 i=0
(12

In the following, we develop an algorithm based only on 4™ order cumulants. If we
take n = 4 into Eq. (11) we obtain the following equation:

14
> h@RG + )hG + ) Cay (Br, st + @)
i=0

4
= > RDRG + BORG + B2)Cay (61,1, +ar)
j=0

g9

Ifty; =t, =pand B; =B, =0, Eq. (13) takes the form:
p O
RO (p)Cay (0,0, + @) = Y b (NCay (b, + a1>\ . Q/
j=0
9 \/ (14)
As the system is a FIR, and is supposed causa or N%%g the j + ay will be
necessarily into the interval [0, p], this implies that*th€ determi of the range of the

parameter a, is obtained as follows: 0 < j +@\& p :,—% a,; < q—j, and we have
0 <j < p.From these two inequations,,w@ in:

Then, from the Egs. (13) and (!@e%:ﬂn t&wi;ggsgtem of equations: (15)
. MRS
| Co@p0) -~ Eyr oM pr0) |
\ C4y(p:, P, I%’\\QC‘W%% h3:(p)/ €0 (0,0,~p)
y(0,0,
O 6® = h(0)h2(p) C4y(0f,0.0) (16)
o @0

and as we jav@med that h(0) = 1, if, we consider that h(p) # 0 and the cumulant

Crny (t1) bz 1) = 0, if one of the variables t; > p, where k = 1,...,m — 1, the system
of E @Ni” be written as follows:

0 <+ 0 C4y(p,p,0) 1
: : h2(p) C4y(0,0,—p)

Cy(p,—P) .. C

0 :
C , D, | INO)
| Cay (0, p 0) .. 4y (Iz) p.p) oy | = c4y(0:, 0,0) 17)
; ) \hskm / Cy(0,0,p)
Caoy(,pp) 0 - n2(p)
In more compact form, the system of Eq. (17) can be written in the following form:
Mbp = d2 (18)
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where M, b, and d, are defined in the system of Eq. (17). The least squares solution of
the system of Eq. (18) is given by:

= (MTM)"*MTd, (19)
This solution give us an estimation of the quotient of the parameters h3 (i) and h3(p),

. . R .
with b, (i) = (hz((p))),l =1,..,p )
So, in order to obtain an estimation of the parameters h(i),i = 1,...,p we proceed as
follows:
e The parameters h(i) fori = 1,...,p — 1 are estimated from the estimated values
b, (i) using the following equation:

1
R()) = sign [b,(0)(b,))"| {abs (B, (1)) (B, @2

?\yﬁ)
| 1, .l'f x> 0; 0
where sign(x) = (21 ‘if; jﬁ : 8_; @ &

and abs(x) = |x| indicates the absolute value @

e The h(p) parameters |s estimated as follows :

h(p) = Esign [bp(p)] @p(;})) 4@(1—))1/2}
D

3.3 Proposed algorithm Saidl &% Q&Q (21)

The general problem of i%@e may @aracterized using the following model:

@7_,@_,)@
& I
\\ ‘9 2

igure 2. System Model

The convolution mo%épresented by:
L

A

hyr ts the channel parameter, S,_; input system, X, output system and 1}, is the
colored Gaussian noise.
odel vector of equation (22) is:

Sn
X, = [ho ...hl][ R A
Sn—l
X, =h'S, +V, (23)
The matrix system will be written as follows:
X, hg .. hy 0 O Sn
fol=]0 ~ . o0 ] [ : ] (24)
Xn-N 0 0 ho ™ hllSh-n—
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Or

X(n)=hmn).S(n) +V(n) (25)

With X (n) of size (N + 1) x 1, h(n) is of size (N + 1) X (N + L + 1) and S(n) of size
(N +L+1)x1. The Saidl algorithm is a general method for blind solving estimation
problems of channel parameters. The considerations leading to the Saidl algorithm is
given below.

196

Let Sy, ...., Sy be known

Let N=L,

Then:
ho

E[X(M)Sp—.] = [ : ] (26)
hy,

*
Where in practice, ?y
1 u )
ZX(n)Sn_L> O

(27)
Calculate mean square error of channel estj Q \>/

From equation (26), we have estimation:

N\
h= [ZO OQ '\6 28)

n=L

*
2N
Normalization of h and Eis{%by: s&
e

—h
A= ﬁefu R
So, MSE is calc by the mg equation:
Al e

I —@ (29)
Th le of th@gorithm is given by the following diagram:
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Construct Received Samples X,, With
random Symbols

A 4
Construct Samples X,, Vectors X (n)

A 4

Calculate A From equation (26)

Calculate MSE 0
Figure 3. Diagram of Proposed Algbq%‘w (Salf@

4. Said1Equalization O

4.1. ZF Equalization

In order to compensate the effect of
consider the ZF equalizer, wich satisfi

*

r’line comﬁ??catlon (PLC) channel, we
Ondltl\ n below.
5\\ (30)

Where fzr = (HYH) 1HH % i atrix, (.)" denotes Hermitian transpose,
H is the channel matrix and the i atrix. Given the received signal X, the
receiver can obtain the e@ated sign\ ing the ZF equalization, which is given by:

Qs n)%fszm) (31)
‘Q\\ QD=1 SG0) + fr V)

) =15) + fzr V(n)

Where S is afl estimat rix of the transmitted signal. If the determinant of H is not
zero so that there ex e inverse matrix of H the decoding matrix can be expressed as
fzr = H™? (32)

noisy, t equalization plays an important role to cancel the additive colored Gaussian

nois
@SE equalization

In "order to minimize the power of the noise component, we employ the MMSE
equalization, which is given by:

fumse = lni@ E |||Sn—d _fIlI/;IMSEX(n)”2| (33)

fmmsE

Where fy sk is the MMSE decoding matrix and ||. || the norm of S,,_; — fifyss X(n).
Or:

The ZF%&@tlon is ideal when the channel is noiseless. However, when the channel is

f MMSE = RXEd (34)
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Where Ry = E[X(n)X"(n)] and h; = E[X(n)S;,_4]. In practice the expression of Ry
and hy is:

k
1
Ry = EZ X(m)XH(n)
n=1
(39)

1 M
Fld = M Z X(M)Sp—a
n=1
(36)

The MMSE equalization can be used to estimate the channel effect with varying the
decoding matrix in accordance with SNR. Besides, it prevents the noise component from
being amplified. .
So, equalization said algorithm is defined by the steps following: \/

e Transmit k symbols, the first M is assured known, 0?*

e Obtain received samples X,,,
e Construct sample vectors X(n), * ¢ @
e Calculate Ry and A , \
e Calculate fyuse = Rxthy OQ \/
e Calculate symbol error rate (SER): \\/
v' Use fX(n) to estimate symbo@\d o 9
v' Compare S,,_q With S,,_q , O \
5. Adaptive Equalization %\ &\Q

A
One approach to removing i tﬁmbol inte }bce in a communications channels is
to employ adaptive blind equal to reducg, the Symbol Error Rate (SER). The most

popular class of algorithms u r blind Q\ ization are those that minimize the Godard
(or constant modulus) c@ia [6,16 IS paper we study the performance of the
Constant Modulus Al

% (CMA).
5.1. The Const@dulus @%‘H (CMA)

The pr ith bli daptation techniques is their poor convergence property
compared tOuL: itional%ues using training sequences. Generally a gradient descent
based algorithm is ith the blind adaptation schemes. The most commonly used
gradient descent lind adaptation algorithm is the Constant Modulus Algorithm
(CMA). The @nt Modulus Algorithm (CMA) [16,17] has gained widespread
practical use a blind adaptive equalization algorithm for digital communications
systems operating over inter-symbol interference channels.

The ant modulus (CM) criterion can be expressed by the cost function J-y =
1

{@l2 —¥)?}, where y is a positive constant known as the Godard radius [6]. The
izer update algorithm leading to a stochastic gradient descent of J,, is known as the
Constant Modulus Algorithm (CMA) and is specified by:
fn+1)=f() +uS* (M) Xn (v — 1Xnl?) 37)
2p(X(n))
Where u is a step-size and S*(n) is the equalizer input vector at time index n. the

asterisk denotes conjugation. The function w(.) identified in (37) is referred to as the
CMA error function.
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5.2. KMAA Algorithm

Sign Kurtosis Maximization Adaptive Algorithm (SKMAA) is used to blind channel
equalization, that is to say SKMAA is developed based on kurtosis of stochastic signals,
the stochastic ascend approach, and sign algorithm for restoring the blind equalizer weight
vectors [8]. Furthermore it is also necessary to calculate the output sample y(n) of the
equalizer filter once per algorithm update. The general idea is to maximize the chosen
cost function. To assure that the SKMAA algorithm ascends for each time step n the
following requirement is made

J(f(n+ D) >J(f ()
(38)
Or the cost function is given by
_ |Kurtosis[y(n)]
Jkma(f) = E2|y(n)|?

N/’
Xt
where y(n) is the equalizer output and Kurtosis[y(n)] ed by: @0
Kurtosis[y(n)] = E{y*(n)} — 3E, x‘% (40)
The update is then given by
fn+1) = f(n) Af]KMA(f

@ WMISE@HhM)]
n) (41)
\\\@

or
% (42)
where F is the feedback function efm
\\Q F% (Ely g{yzE][y“])y (43)
a Sign Alg@ntrod into KMAA. So the SKMAA is written by:
= f() + aSign[F ()] - [X(n)] (44)

where Sign[.] is a @Ie sign function, and a is a forgetting factor which is used to
replace the ens verages by empirical averages which are then adaptively updated

(0 < a < 1)[8]"
6. Sin@kion Results

formance of Safil, Safi2 and Saidl algorithms in the without Noise Case

n this part, we will test the performance of the presented algorithms (Safil, Safi2 and
Saidl) in order to estimate the channel’s parameters. Tablel represents the obtained
results using different data length and the Real parameters of Proakis (B) channel [18], by
applying the modulation QPSK or 4 QAM symbol sequence channel without noisy case.
In the simulation we utilized the relations (9), (20) and (26) with the matlab logiciel.
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Table 1. Coefficients of Proakis (B) channel using the Three Algorithms

N Algorithms h(2) h(2) h(3) MSE
Safil -0.1852 0.3324 0.1456 1.6804
512 :
Safiz 0.669 0.8962 0.7719 1.2283
Saidl 0.3426 0.7944 0.4622 0.1140
Safil 20.2575 0.5186 0.2792 1.3604
1024 :
Safi2 0.6464 0.9017 0.7657 1.1343
Saidl 0.3997 0.8082 0.4286 0.0630
Safil 0.0944 0.1009 0.1135 12774
2048 :
Safiz 0.5692 0.8614 0.6953 0.7639 \/.
Saidl 0.0553 0.8136 0.4065 0.0553
fA
Safil 0.1204 0.4851 0.1675 7@
4096 : R
Safi2 0.5004 0.8067 \“~0\6329 5609
Saidl 0.4135 0. b 0.4096 0140
A
y
Real Parameters ST : w
» 1\?—==1cm=t:“=nd s ﬂs?nﬂf}s , : ,,,,,,,,,,,,,,,,,

4000

3500

1 i i
2000 2500 3000
Number of Sample (N}

Figure 4 Variation of the MSE using Safil, Safi2 and Saidl
Ablgorithms with Different Numbers of Samples N

;e 1 we can conclude that for all numbers of samples (N = 512, 1024, 2048

, Saidlalgorithm gives satisfactory results so as to estimate the parameters of

(B) channel if MSE value is very low, that is to say, Saidl has a good
rmance regarding to Safil and Safi2 algorithms.

6.2. Performance of Safil, Safi2 and Said1l Algorithms in the Noise Case

From the previous section, we will compare the performance of the three presented
algorithms (Safil, Safi2 and Saidl), with the Additive Gaussian Noise (AWGN). For this
reason we select two values of Signal Noise Ratio (SNR=0 dB and SNR=16 dB).
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Table 2. Parameters of Proakis (B) Channel in the Noisy case using the
Three Algorithms with Number of Sample N = 1024

SNR Algorithms h() h(2) h(3) MSE
safil -0.1816 0.1849 0.2043 2.9375
0dB :
Safi2 0.4383 0.6983 0.6086 0.2717
Saidl 0.4306 0.8051 0.4013 0.0783
safil -0.15650 0.2930 0.2445 2.4863
16dB :
Safi2 0.4723 0.6833 0.4295 0.1922
Said1 0.4040 0.8226 0.4001 0.0142 \/.
Real Parameters 0.407 0.815 0.407 r Q
P

In the similar way, we conclude that the third ab\'o n (Sai%ves a good
estimation to channel’s parameters which are very c he «eal es, so Saidl
algorithm is shown an outperformance than Safil i aIgo(m/V

6.3. Blind Identification Channel (Bran A)
*
In this section we are going to idepti amplitua&d the phase of BRAN A

channel [19], [20] using the number of s N = and the SNR= 16 dB, to attest
the performance of the Safil, Safi2 a@ 1al

comparison the p Dr@f Said1, Safi1 Safi2 algorithms to identify Bran A channel
T T T

3 o i e -
A i ; : i i i N
. i ; ; i i i i | i
0 02 01 06 0s 1 12 14 16 18 2
O Normalized Frequency (x= rad/sample)

5. Identification of the Amplitude and the Phase BRAN A Channel’s,
using the Three Algorithms

The simulation result obtained (Figure 5) shows that both algorithms have very
satisfactory results in terms of the amplitude of the impulse response compared to the real
measure. Concerning the phase of impulse response is different from the real measure of
Safil, but is the same for Saidl and Safi2 algorithms, so Saidl algorithm gives a good
identification to BRAN A channel.
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6.4. Equalization of Channel by Saidl, CMA and SKMAA Algorithms

In this part we attest the performance of Saidl, CMA and SKMAA algorithms to
equalize the output of channel, Using the different SNR values, the total number of data is
T=1024 and the modulation QPSK or 4 QAM symbol sequence.

Transmitted symbols

Received samples

ah@%l by CMA Algorithm, with the SNR=25 dB

Tghsmitted symbols

S N b Recsived samples

Figure 8. Channel Equalization by SKMAA Algorithm, with the SNR=25 dB
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Calculated the SER by Said1. CMA and SKMAA Algorithms

SER

’ R : 2-5 *

Figure 9. SER in Function the SNR Values using Saidl, CMA an SW
Algorithms

Y

4 i i i i i
5 1500 2000 2500 3000 3300 4000 4500

<
\\ Number of Total Symbals M

in Func&he Number Total of Symbols M using Said1l,
MA,a KMAA algorithms with SNR=6 dB

Figure

From the results lation obtained, we notice that the Saidl algorithm gives the
good equalizatio nnel regarding to CMA and SKMAA algorithms. In addition, the
SER is decreasingyaccording to SNR values (Figure 9) and is increasing according to

number Qg; ymbols M (Figure 10) for the three algorithms (Saidl, CMA and
SKMA%

lusion

%is paper has presented three algorithms: Safil, Safi2 and Saidl which are essential
to estimate the channel’s parameters (Prokis B) and to identify the radio mobile channels
(Bran A). Furthmore this work investigated the problem of blind channel equalization by
the following algorithms; Saidl, the Constant Modulus Algorithm (CMA) and Sign
Kurtosis Maximization Adaptive Algorithm (SKMAA). Simulation results show that the
Proposed Algorithm (Saidl) gives a good estimation to the parameters of channel in the
noisy environment (SNR = 0dB), regarding to Safil and Safi2 algorithms. Concerning
SKMAA algorithm performance is more higher compared to CMA algorithm, but Saidl
stays the most potential algorithm in relation to other equalizers (CMA, SKMAA) for
blind channel equalization.
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