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Abstract

As the extension of High Efficiency Video Coding (HEVC) for 3D video coding, 3D-
HEVC achieves high efficiency for the compression of the multi-view videos plus depth
(MVD) format. In order to ensure the performance of depth map coding, a newdep.
intra coding tool called Depth Modeling Mode (DMM) is introduced. Ho he
process of DMM significantly increases the computational complexity h map
coding due to the blind traversal of all wedgelet partitionsy In, this pape ast intra

o

prediction algorithm for DMM mode in depth map codifhg“ts3propose e first step,
the unnecessary DMM mode is skipped by judging whéthe b ction mode in
Rough Mode Decision (RMD) is DC mode. In thtep e tion information
represented by a permitted angle range is acquired_based on st prediction mode
achieved in RMD. In the third step, a searchingsubset is obtained based on the direction
information and the position information r nted by’t rdinates of the pixel with
biggest depth value change in each B ry of . Then the patterns within the
searching subset are tested by view @u is N on (VSO) to find the minimum
distortion partition. Compared t& e coa%@ inement algorithm, the proposed
c

algorithm shows significant ti Ifg with %ep ble performance loss.
*

Keywords: 3D—HEVC,@pth map @MM, Fast intra prediction, Wedgelet
1. Introductiox}o

Nowadays, 32 0 techn@ has been used more and more widely. How to further
improve vi ding efﬁ@:y as drawn more attention. A lot of research on 3D video
e

coding are

3D video coding can be classified into two categories based on the format of
video representati the first category, the coding methods are based on multi-view
video (MVV) t. In order to compress MVV effectively, the extension of
H.264/AVC [1]\pamed multi-view video coding (MVC) [2] has been adopted, which
introduce?%-view prediction and results in considerable coding performance. As the
next ge @ n video coding standard, High Efficiency Video Coding (HEVC) [3-4]

[: getter coding efficiency compared with the conventional H.264/AVC, which
, its multi-view extension (MV-HEVC). MV-HEVC encodes different views with
e AEVC standard and also uses inter-view prediction, which significantly improves the
coding performance. Although the coding methods for MVV can offer good 3D
perception, it has limitations on 3D video acquisition and coding efficiency.

The second category of 3D video coding is proposed depending on multi-view video
plus depth (MVD) [5] format. Compared with MVV, MVD introduces the corresponding
depth video sequences. At the receiver side, the MVD based video system can generate
arbitrary intermediate views by means of depth image based rendering (DIBR). Depth
videos in the MVD format have unique characteristics which are different from texture
videos. Therefore, the 3D video coding standard 3D-HEVC [6] is developed, which is the
state-of-the-art video coding standard for the compression of MVD format.
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The coding performance of depth map deeply affects the quality of synthesized view
rendered on the decoding side, which is important in 3D video coding [7]. In actual
applications, depth map can be regarded as texture video which only contains the
luminance component, thus the encoding mechanism for depth map can be inherited from
texture video [8]. However, the characteristic of depth map is quite different from that of
texture video. The traditional intra prediction modes do not suit edge regions, and
significant coding artifacts at sharp edges may be observed in synthesized intermediate
views. As a result, many new tools are proposed for depth coding in 3D-HEVC, one of
them is DMM [9]. However, the process of DMM is very time-consuming because of the
blind traversal of all wedgelet partitions. It’s meaningful to research fast algorithms for
depth video coding.

Many fast algorithms for depth video coding have been proposed in recent years. Shen
et al. proposed a low complexity depth coding algorithm, which took advantage of
correlations between depth maps and color videos, science there are strong corredationse
between depth maps and texture videos [10]. In [11], a fast mode decision algdi
depth video coding was proposed. The algorithm showed significant encode=timeg’ saving
by utilizing inter-view and inter-component correlations. Chung et al. [1 @
guadtree structure determination scheme, which could ate the S
determination for coding tree units as early as possible xgc ieve sig nt encoding-
time saving. In [13], all PUs were classified intotwgQ ¢lasses, aer)VUs and children
PUs. Based on the connections between parent P child Usg; the search process
of the children PUs could be skipped to achievi a tiffie-saving effieCt. In [14], Sanchez et

tructure

al. saved coding time by skipping the blocks witfishomoge regions in DMM. Blocks
were classified as edges or homogeneou ons by u@h a texture descriptor. The
results reported that the solution was able rovigde reduction with negligible BD-
rate increasing. In [15], Zhang e lassifie gelet patterns into the subsets
according to the angle of predicti des. Th rithm utilized the relation between
traditional prediction mode;ﬁa& M o ce the searching subset. Although the
algorithm achieved considera ime sayi e BD-rate increasing was non-negligible.

In [16], Chun-Su analy. he valu cost to determine whether DMMs can be
skipped. Experiment showed that the proposed algorithm could reduce encoding
wit

complexity signi% ho ing performance loss. In this paper, a fast intra
prediction algori i propos@@ M mode. The algorithm skips unnecessary DMM
mode for hG ous Pkl firStly. Then the position information and the direction
informatio % ombin mplify the searching subset in the process of selecting the
optimal wedgelet pa xperimental results demonstrate that the proposed algorithm
can save significa té@for DMM prediction.

The rest of t r is organized as follows. The background is presented in Section 2.
Section 3 discussgs’the proposed algorithm in detail. Experimental results of the proposed
algoritthown in Section 4. Section 5 provides conclusions.

2, B@ound

@ shown in Figure 1, there are 35 traditional intra prediction modes used for depth
intfa coding in HEVC, which include a DC mode, a planar mode, and 33 angular intra
prediction modes [17]. The new prediction mode DMM for PU with sharp edge can be
divided into two categories according to the different partition: DMM Mode 1 (wedgelet
partition) and DMM Mode 4 (contour partition) [18]. DMM Mode 1 adapts some search
algorithms which are based on wedgelet patterns to select the optimal matching pattern.
Wedgelet partition approximately divides a depth PU into two non-rectangular regions,
which are separated by a straight line consisting of a start point and an end point on
different PU borders. Region value information in each segment is represented by a
constant value called constant partition value (CPV). CPV utilizes the mean value of the
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original depth samples in each region. The whole partition information is stored as a
partition pattern represented by an array of binary values. As illustrated in Figure 2, for a
depth PU segmented by a separation straight line, the two regions are represented by P
and P, [18]. Two extreme points called start point S and end point E are on different
borders. Depending on its location relative to the separation line, each complete sample is
assigned to only one segment. Then, a binary partition pattern of the block is derived.

18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34

0:Intra_Rla *
1:Inrta_D

A4
Figure 1. Conventional HE@tra P;e@ion Modes
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@igure 2. Wedgelet Partition of a Depth PU

Whe ing the full search, a lookup list of wedgelet partition patterns should be
initigh the beginning of encoding. The resolution for the start and end positions are
for PUs with different sizes (for 32x32 PU with an accuracy of two samples,
% PU with full-sample accuracy, and for 8x8 and 4x4 PUs with half-sample
accuracy). The best matching wedgelet partition is obtained by traversing all the patterns.
During that search process, the main principle is whether the wedgelet partition yields the
minimum distortion between the original depth signal and the estimated approximation.
Once DMM Mode 1 is finally selected, only the partition information is necessary to be
transmitted in the form of bits. In order to save more encoding time, a coarse-refinement
algorithm is proposed. The difference between full search and coarse-refinement is that
the coarse-refinement algorithm introduces a coarse set and its corresponding node set.
Although the search process of coarse-refinement algorithm is simplified, the humber
of patterns need to be tested is still large. There are also some unnecessary wedgelet

Copyright © 2016 SERSC 173



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.12 (2016)

patterns included in the search process. Consequently, a fast intra prediction algorithm for
DMM mode in depth map coding is proposed to simplify the search process.

3. Proposed method

A fast intra prediction algorithm based on a three-step process for DMM mode in depth
map coding is proposed. First, the DMM mode is skipped selectively by judging whether
the best prediction mode is DC mode. The best prediction mode refers to the mode with
minimum cost in RMD. Second, the direction information represented by a permitted
angle range is achieved based on the best prediction mode. Third, a searching subset is
obtained by utilizing edge detection and the permitted angle range. Finally, the patterns
within the searching set are tested by VSO to find the minimum distortion partition.

3.1. Unnecessary DMM Mode Skip

As introduced in Section 2, 35 intra prediction modes are used for depth mtra in
HEVC, which includes a DC mode, a planar mode, and 33 angular intra pre modes
Before DMM, the process of RMD should be conducted in 3D-HEVC, modes
are selected by calculating the Sum of Absolute Transf q%bn’fer TD). It is
proved that the mode with minimal SATD in the RMD & tro levance with

the texture of PU [19]. The proposed algorithm s nlmal SATD in
RMD as the best prediction mode. The DC mode nly su rthe homogeneous
regions. If the best prediction mode is DC m %t e PU mogeneous and the

probability of adopting DMM at last is ver I. As a the DMM mode can be
skipped.

3.2. Acquirement of Permitted An e nge x
0

In this work, the direction in ion can btained by inheriting the best prediction
mode achieved in RMD pro nd extend@e best angular mode to a permitted angle
range. As illustrated in F re 2, the n line of wedgelet partition also has strong
relevance with the shar, of the P can be concluded that the direction of the final
optimal wedgelet le clos to\the direction of the best prediction mode. In order to
improve the acc pred ermltted angle range is obtained by calculating the
correspondi ted mode soe€), as follows:

:{ni‘ |ni—nb|snt}_ n
s the index of the mode, the subscript i represents the permitted

prediction mod ubscript b represents the best prediction mode, the subscript t
indicates the t Id, the value of n, is confirmed by experimental results in Part 4.

Calculat (1), the n; in ©, may be out of the range from 2 to 34. In this case, it is
further as follow:

{ n+32, if n<1
n—-32, if n>35
1 1 (2)

Q;O n =

he value of n, in the set Q, is updated according Eq. (2). Then, the permitted angle
range is obtained based on Q,. For example, if n, = 10 and n; = 4, the permitted mode set
will be [6, 14], which can be illustrated as Figure 3. The permitted angle range obtained as
above will be used in the next step.

It should be note that in 33 angular modes, one mode corresponds to one angle. If the
best prediction mode is planar mode without the direction information, the process of
acquiring permitted angle range will be skipped.
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—> The best prediction mode

—  The permitted mode set

Figure 3. The Permitted Mode Set

\,’
3.3. Obtainment of Optimal Wedgelet Pattern QE

In this part, the position information is first achlev Ch is g€ppeserited by the
coordinates of the pixel with biggest depth value chang ou dar U. Then, the
position information and the direction informa ned |n on 3.2 will be
combined to acquire the searching subset. Q

First, the pixel coordinates with the maximal,_gradient chang each boundary of PU
are acquired by edge detection. As shown %gure points with the maximal
gradient change can be seen as the st d pomt\ e corresponding partition
pattern. Thus, the possible separation ljr ted by these points as shown in

Figure 4. In the figure, one possib acation li \ ponds to one wedgelet pattern.
Then, the angles of the po mﬁparatlon% are calculated respectively. If the
achieved angle belongs to tb&& d an @nge the corresponding wedgelet pattern
is added to the searching subset™Fhe s %\ t is derived by traversing all the possible
wedgelet patterns.

Finally, the patter ?r}'subset are tested by VSO to get the one with
minimum distortlo\‘l its corr ding node subset can also be got by extending the

range of [-1, 1 dpoint. All patterns in the node subset are tested to
select the fj imal one®

I't

NJ

L The point with max gradient change

@( — The probable pattern whose angle is

within the permitted angle range

—

The probable pattern

Figure 4. The Possible Separation Lines Based on Edge Detection
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3.4. The Overall Flow

The overall flow chart of the proposed method is illustrated in Figure 5. First, the given
PU is judged by whether it meet the condition of skipping. The skipping condition
includes two cases: 1) the best prediction mode is DC mode as described in Section 3.1;
2) there are no points with biggest depth value change in edge detection as described in
Section 3.3. Second, a permitted angle range is obtained based on the best prediction
mode achieved in RMD. Finally, a searching subset is obtained by combining the
direction information and the position information. All the patterns within the searching
subset and its corresponding node set are tested by VSO to find the final optimal wedgelet
pattern.

, ‘\/
Condition judgment 0
N Y% : Q/
Acquirement of permitted (\\

angle range

A P

Searching subset deri)@@

Obtain
X

<
Figl@\& O@ow Chart of the Proposed Method
4 Experlgtal R@t

We mplem}e&' proposed algorithm on the 3D-HEVC reference software HTM

y 4
/5

100 [20]. T andard test video sequences are tested including Newspaper
(1024x768)Pozhan_Street and GhostTownFly (1088x1920) [21]. 50 frames are tested in
each se based on common test conditions (CTC) and all-intra encoder
configu n. The settings of QP pairs (for texture and depth) for the experiments are (25,
é 9), (35, 42), and (40, 45). The proposed algorithm is compared with coarse-
% ent algorithm.
e coding performance is evaluated in terms of Bjontegaard delta bitrate (BDBR) and
Bjontegaard delta Peak Signal-to-Noise Rate (BDPSNR) [22-24]. The total encoding time
saving AT is computed as:

P x100%

T ®)
Where the subscript r represents the reference algorithm; p denotes the proposed

algorithm. To confirm the value of the threshold n, a statistical analysis has been

performed. 17 frames of each sequence are tested. In order to show the performance

intuitively, the curves of coding performance for Newspaper, Poznan_Street and

TI’
AT, =

S
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GhostTownFly are plotted in Figure 6. The BDBR and BDPSNR for synthesized view
against the coarse-refinement algorithm are shown in Figure 6 (a) and Figure 6 (b),
respectively. Figure 6 (c) shows the change of time saving with the vary of n,. As shown
in the figure, the quality of synthesized views improves with the increase of n;, and the
total encoding time saving fluctuates slightly with the increase of n;.

———
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| —— GT-Fly g1
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.(c) Toh& coding Time Saving Varies with N,.

Figure 6. Encoding Perfo
BDPSNR Vary WI

ConS|der|ng de off b %the encoding time and the quality of synthesized
views, We cas 1 the final experimental results are shown in TABLE 1. As
shown in able @ed with the coarse-refinement algorithm, the proposed
algorithm reduces t encoding time about 21.05% on average. Meanwhile, the

BDBR for synt views increases 0.497% on average, and the BDPSNR for
synthesized vi reases 0.0212 dB on average.

Ta . Experimental Result Compared with Coarse-Refinement

Coarse-Refinement Vs. Proposed
O Time saving
@ Sequence BDBR BDPSNR
Newspaper 0.986% -0.0446dB 24.15%
GhostTownFly 0.212% -0.0076dB 22.21%
Poznan_Street 0.286% -0.0114dB 16.80%
Average 0.497% -0.0212dB 21.05%
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Fi .RD Cux‘g for Synthesized Views
<
In order to sho %fo

r tuitively, the RD curves as synthesized view PSNR
against the tota te for c&re inement and the proposed algorithm are plotted in
Figure 7. | be co ed from the RD curves that the proposed algorithm almost
has the sanme=RD perf e with the coarse-refinement algorithm. According to the
results, the propose ithm achieves significant encoding time saving than coarse-

refinement algor& acceptable performance loss for synthesized views.
4. Conclugion

C{Ug

@ s of DMM in 3D-HEVC is time-consuming because of the blind traversal.
aper, a fast intra prediction algorithm for DMM mode is proposed. The algorithm
firg ps the unnecessary DMM mode by judging whether the best prediction mode is
b” ode. Then, the direction information which represented by a permitted angle range
is acquired. Finally, the direction information and the position information of a given PU
are combined to simplify the process of searching the final optimal wedgelet pattern.
Experimental results show that the proposed algorithm can achieve significant encoding
time saving with acceptable performance loss for synthesized views in all intra case.

¥ PSNR (dB)

& 4

34

I
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