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Abstract

The aim of this paper is to explore and recognize hand gestures against c plex
backgrounds and lighting conditions. Mostly, previous approaches us %?e
recognition for the hand motion, which make any gesture system not realisti%& ot
suitable for on-line applications. Furthermore, 3D dynamic features are fu racted
from the hand gesture path based on stereo strategy. Thug, the extgct tures of
dynamic affine-invariants such as location, orientation aﬁﬁocity a@ed from 3D
spatio-temporal hand motion. After that the feat@ ors onstructed by
guantization and then employed to multi-class SUppo%t Wector e for training or
texting. An application of isolated gestures from a pet cha ﬁ% (A-Z) and numbers
r

(0-9) are trained and tested with superior rmance. thermore, the results are
promising on several video samples in diffe ituations.

Vector Machine

1. Introduction A \6

Nowadays there are many p@ to automatically recognize hand gesture®
requiring real-world tions nptably in the field of Human-Computer Interaction
(HCI). In real tln\h e is to extract and recognize the hand gesture at the
same time, due@s e truth h “says the same gesture has different trajectory in
duration a one person. The gestures can be classified into two
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classes acc to thm ion of the hand motions. The first one is called posture in
WhICh static hand p

stay in the same space whereas movement of dynamic hands
as gestures as depicted in Figurel.
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Figure 1. The Above Samples Represent the Posture for Alphabets from A
to E, and the Down Samples Refer to The Gestures [1]

The motivation behind gesture interpretation is to make the performance interaction
between human and computer close to the interaction between computer and computer.

L A hand movement, which represents spatio-temporal pattern, is called gesture, while hand posture means
static morph of the hand.
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Furthermore, one of most HCI application area is sign language recognition used to
communicate with computers. Sign language is classified into three groups so-called non-
manual, spelling finger and word level sign [2-4]. Here, the finger spelling is to provide
the words character by character. The main interaction through non-manual features and
word level sign vocabulary contains the facial expressions such as the body and the mouth
position. To understand the research matter, the algorithms used in gesture and posture
classification for finger spelling are conveyed and studied for sign languages.

The motivation behind this revision is to employ and promote recognition approach to
strongly carry out with high classification rates. Experimentally, the hand segmentation
and a good selection for features are substantial for recognition process. Various models
are used to recognize alphabet characters and numbers of sign language. In [5], Neuro-
Fuzzy Inference Systems (ANFIS)-based model is employed to recognize the Arabic Sign
Language (ASL). In this model the colored gloves are used to prevent and alleviate the
segmentation problem in addition to make the system able to find the best fegturesse
Handouyahia et al. [6] presented a new approach to learn and recognize
characters of International Sign Language (ISL) by using Neural Netwo
advantage of using NN is to ease, train and test the S|gn languages ac

estimated features. In other side, Elliptic Fourier Des (EFD) Strintzis
and Malassiotis, is used to classify the 3D hand postur dlt na e orientation
and silhouettes features are extracted from the det a of th&?to recognize its
posture. In similar, Licsar and Sziranyi employe oeffici ourier description

model in order to get the hand shape that make t stem dea th hand gestures [8].
Moreover, Freeman and Roth are to employi the orient histogram to classify the
gesture symbols, but they used a huge :@ g dataset% rder to convey the angle

problem as well as alleviating the misclassifiCation character symbols [9].

The contribution of this work i plor stures via multi-class SVM. A
robust method is investigated t r@uze the A an Sign Language (ASL) alphabets
(A-Z) and Arabic numbers (Qg& model considers the complex backgrounds and
lighting conditions to deal wit

e hand path. Additionally, the proposed method
has the ability to deal the hand&r%e against invariants of scaling, rotation and
bl

translation (i.e., spat oral problem). YC,C, color space and 3D depth map that
cameraﬁ%jemployed to adaptively localize hands based on

depicted from th 36%

stereo matching \h nism @n el of Support Vector Machine (SVM) is used to
learn and tgsteuexperimgnts according the extracted features vector. The performance
of our \%o techii is promising for recognizing hand gestures with low
computational compl nd high performance when applied on many videos, which
include confusing s tons like hand overlapping and partial occlusion. The outline of
this paper is tr s follows: A proposed system for recognizing hand gestures is
introduced in tfon 2. Section 3 provides our experimental results. Last, Section 4
conclude ork in addition to the future of our work.

2. S@ted Approach

@ propose an automatic method to recognize the gesture path from the motion of
hafd in complex environment based on multi-class SVM. The system of recognizing hand
gesture relies on three main stages (Figure 2).
(1) Preprocessing stage: here the area of hand is localized and tracked to provide the
motion trajectory, called hand gesture path.
(2) Feature Extraction stage: extracts and quantizes features of orientation, location and
velocity, which are employed to multi-class SVM.
(3) Classification stage: building gesture datasets, train and test various hand gestures
of alphabet characters and number using multi-class SVM.
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2.1. Preprocessing
Preprocessing stage includes two processes. In the ’(%ocess
segmented. Hand localization and tracking are procis; e sec

process, we rely on the YC,C, color space for s tation
refer to the chrominance but Y channel refers to ness [1 e motivation behind
the use of color space is to eliminate Y channéqng to reQu e brightness effect as well
as use the channels (C,, C,), which comple resents Ior Since the human skin
belongs to small region in chrominan , ever is classified as skin or not
according to the lockup table. We at if 01%}@ is classified with value 1, that
means it belongs to skin region Ise it b to non-skin region. Based on the
depth information, which is pro |Q)\/la sterge camera and the threshold value, the image

of skin color is obtained. He mean de formation value will adaptively vary for
each skin region in the inpsi of image es. The purpose of using depth information
value is to alleviate t lem of h face overlapping and hand-hand overlapping.

After that, the outlterS\in‘the res t binary image like noise and spurious components
are removed. F ore, a ian) filter as morphological operation is employed to
carry out thg=er8sioh and dilamrocesses since the little regions belong to human skin
(i.e., classs non @In our experiment, the person wears T-shirts with long
sleeves agal comple%lronment. Additionally, we fill the outer edge of the current

d

image frame to com etect the skin color of the two hands and face.

Figure 3 illus e hand skin segmentation and localization in which the first image
of the input im essequence is depicted in Figure 3(a). In Figure 3(c), the correct regions
of hands ace are correctly detected in a yellow color. So why, the two small regions

in area S|f|ed as a hand and not a face that furthest away from the camera and
repre@ big region area. In our work, the motion of a single hand to generate its

for a specific alphabet character or number is called a gesture path. In Matlab,

%II a blob analysis function to determine the specification of centroid point boundary
and bounding box for each skin region.
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Figure 3. Hand Detection (a) Source Image (b) Skin Segmentation (c) Two
Hand and Face Localization

Consequently, the bounding box in further frames depends on a surrounding
area with the purpose of reducing the cost calculation region considering th
hand motions. During the search area the big region is considered as a h i
multiple skin regions. As a result, the new bounding box is estimated a V@
centroid point. The processes are iterated until the gest h*of al t
numbers are generated via connecting the hand centroid LS(O all deteCti

aracter or
frames.

2.2. Feature Extraction

In our system, there are three main featurgs: ocatiorl, city and orientation. As a
result, the three features are quantized a n emplo the classifier either for
training or testing. The features are exﬁ\ from thejr spatio-temporal coordinates of

hand gesture in Cartesian coordin % em. speaking, the hands gesture
consists of connecting their centroi ints (Xhang }d

According to the location fe there age two*different features. First, L. represents
the distance between the ¢ hand certteoif boint and the centroid point of a gesture
path. The main reason behind using t

e is to locate the starting point of a gesture
path. Furthermore, the n featur he same gesture may be varied Eq.1). Second,
Ls. measures the (K eVoetween_the start point and the current point of gesture path (Eqg.

2).
O Lo =3, SC ) + (=), 1=12,..T~1 "

1(<& n
@ '.\-’Cx):;[;x;w;er (2)

@LSG = \/(XHI —X])Z + (yr+1 _yl)2 (3)

Here \&msents gesture path’s length and (Cy, C,) represents the gravity center of
extra nd gesture path at point n. The gravity center is calculated in order to achieve
Q- implementation. An orientation represents the second basic feature in our

, Where it provides the direction along the hand motion which constructs the
gesture. The orientation is a major feature in recognition processes because they are based
on displacement vector. There are three orientation features in our system as 6y, center
gravity orientation, 6, orientation between two sequential points and 63 orientation
between current point and the start point of hand gesture path (Eq. 4).

Vi —C, Vig—V Vo —V
0, = arctan(LC‘J, 0, = arctan[“’“—“’}. o, =arctan(MJ

xr+1 T Yy xt+1 _xr xr+1 _xl

(4)
Finally, the third feature is velocity, which provides an important role in recognition.
The velocity V depends on the fact that every gesture is performed with various speeds.

We note that the hand velocity wanes at the corner points of gesture path. Formally

368 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.11 (2016)

speaking, the velocity is computed using the Euclidean distance between two sequential
points (Eg. 5).

I/; = \/(XHI - xr)z + (y/+1 - yr)z (5)

As a result, the feature vector of (L, Lse, O 6o O3, Vi) is extracted at time t. In
general, we can say that any gesture is made of a consecutive sequence of feature vectors
in space dimension. Once the feature vector of a gesture path is obtained, it is then
clustered, projected and employed as input to the SVM classifier. In the feature space, k-
means clustering algorithm [11] carries out this process and classifies the patterns of
gesture into K clusters. This algorithm used the criteria of minimum distance between the
feature point and the centroid of each cluster. Our experiment is based on a set of clusters
where each cluster is assigned to extracted feature vector at time t. Thus, the resultant
cluster indexes of gesture observation symbols are submitted to the multi-class SVM To
correctly determine the number of clusters K using k-means algorithm, we empiricall y.
considered all segmented parts that exist in all alphabet characters (A-Z) and n
9) such that every segment straight-line belongs to a specific cluster %
empirically assigned with one value of K = 28, 29, ..., 37. 6

2.3. Classification @

Classification is the third task in our work Q hand geStyfe path that was
extracted from one video sequence is a55|gned fle class %I e., class is either
alphabet character A to Z or number 0 to 9 e are many, rob ms to learn multiclass,
which requires a good selection for the clas t0 correé form the recognition task.
So, our work is based on the Suppow‘t Mac nesMSVMs) classifier given its

capability for outstanding generallzat I hlghly accurate paradigm. The
main motivation behind using SV er principle of risk minimization in
addition to their ability to all o blem Of data over fitting that exist in neural
network [12]. The structur s’ ry out dichotomic classes notably at a
higher-dimensional space and ithas t to construct a maximal separating hyper-
plane. Here the strate rk is ba n determining the separating hyper-plane by
maximization of the betwe two parallel hyper-planes (Figure 4).

By using the Iane further perform a better separation based on the
largest distance uld mar loWw classifier generalization error.

Formally spegking, sup that the training dataset is represented as D = {(x;, Vi) | Xi €

Ry € {-1¥ }. Fur,
permitting some e
variables are use
for blocking th

re, Vapnik et al. [13] deals with the training problem via
to be violated in their margin constraints. Thereby, slack
ulate the potential violations in addition to a penalty parameter
rgin violations.

Figure 4. Margin of the Hyper-Plane

The function used to linearly train SVMs is expressed as:
f(x)=sign(w.x+b) (6)
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where w represents a weight vector, x represents the input sample and b refers to a
used threshold. The maximum margin of data hyper-planes is maximally separated by the
trained SVMs learner. To represent the minimum distance between support vectors and
hyper-plane, we maximized the margin of hyper-plane. The SVMs can be formulated as
following:

yo 2
[w ©)
where 7 is the hyper-plane margin. In Figure 4, the maximization margin of hyper
plane is shown and the input data is mapped and separated linearly via SVMs to high
dimension domain as depicted in Figure 5.

Separation may be easier in higher dimension

°® Feature
P map

=
< N ati
hypetplane
Complex in low dimensions ein hlghﬁ&l nsions

Figure 5. Mapping Process for In from C@ex Low Dimension to
Slmple |men

As a result, the mapping does ence t of training process because it has
kernel trick and dot product. e num xtracted features is high, the SVMs
classifier is a better classi d robust@ dimensionality curse. There are many
researches applied on S s which promising results against large domains.
One advantage of S achleve ressmn optimization during the training and
the testing proce |t|ona% e SVM architecture can be updated due to the

c

domain problem nel rgin and duality characteristics. There are many

problems s -linear an al minima which are supported by SVMs. Above all,
SVMs ha
correctly.

|I|ty€ (@cnmmately distinguish classes as well as separate them

-
©)
Q°
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Algorithm 1: MultiClass SVM (Training & Testing)

Input: Training set (v;, /;), ..., (vx, Lv)
Output: Multiclass Classifier

Training: Binary SVMs and graded relevance scores
forj=1to(k-1)do

- For all samples from C, to C;classes, set labels to (+1) and all samples from C;.; to Gy, set
labels to (-1)

- Train;” binary SVM

- Classify the training samples

- if G > 1), compute fuzzy scores g, for all training samples v, classified as (+1) and define
(j - 1) thresholds by splitting the curve of sorted relevance scores into equally spaced
intervals.

- if (j < k), compute fuzzy scores o, for all training samples v, classified as (-1) and define
(k-j-1) thresholds by splitting the curve of sorted relevance scores into equally spaced

intervals. *
end for V

Testing: Classification of a new sample z;
forj=1to(k-1)do

- Classify z; by /" model . 0
- if (z;is classified as (+1))
- if (j = 1) classj(z) C; else use the defined thresholds tc@ cl SJ(Z]V
else
if (j = k- 1) classj(z) Crelse use the defined thrto decid\w
end if

end for N ~

\ T \Y
The decision of SVMs to determine th est scopesamang all classes is based on the
relevance scores which can be estimatgQin Case h@ial—value classes.
So, our algorithm proceeds as f ~suppo t\g he training data set of N pairs take
the form (v1, I11),...,(vN, IN), in Vi eR%pr ents the vector of reduced feature for

a given inputimage i. Ina to that,’[\t el of crowd density level is expressed as

li €{Cl,..., Ck}. The main idea her BQ@ imate every binary classifier by relevance

scores. By using fuzz bershi e& an automatically grade the crowd using this

score, which is employedhas a meastyre for constructing the graded ground truth [13]. It is

noted that the grg th is inary label with no manual effort. In feature space,

the binary cla s¢u f SVM mines the hyper-plane to optimally separate the two
0

classes. In @ to that easures the distance according to the hyper-plane to assign

the sample =0ne cla fuzzy score (i.e., either positive/negative class posterior

probability) is relie function of fitting sigmoid and then identified after computing
the decision valu s) for every xs training sample (Eq. 8).

-1

05 = exp(af (x, +h) (8)

Here 0 parameters, a and b, are adapted based on the training dataset.

Additi , the training sample, positive or negative, is sorted according to the fuzzy

scores. An adaptive threshold is determined to re-categorize the data sample of

set into various graded crowd level. The multi-SVM classifier is employed to
corfectly deal with the multiclass problem in which the classes are connected to their
increasing relevance score. The multi-SVM algorithm has two advantages. The first is to
decrease the time complexity because of constructing only (k-1) binary SVMs. Finally,
every binary classification can easily be transferred to multi-class via relevance scores o .

3. Experimental Results

In our work, the hand is segmented and localized against complex background in stereo
color images. The hand was tracked to generate the gesture path by using color
information, depth map, Gaussian mixture model and mean-shift algorithm as well as
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Kalman filters [15]. When the chrominance channel is employed only for the analysis, the
segmentation of skin color turns into more powerful. So, YC,C, color space is considered
with no Y channel to diminish the brightness variation effect. The Gaussian model is
learned based on a collection of skin and non-skin datasets from the internet. Here, the
skin dataset includes 20272 skin pixels of 28 various races subjects, but the non-skin
dataset contains 128675 non-skin pixels of 96 various image scenes. The initial
parameters configuration of GMM is assigned and they are computed using k-mean
clustering technique based on the skin and non-skin datasets.

To track the hand, the histogram of hand color in conjunction with Epanechnikov
kernel increases the density estimation via assigning small weight to next pixels from the
center [15]. The similarity based on Bhattacharyya coefficient [16] is measured by
maximizing Bayes error to emerge the likeness between hand candidate and hand target.
So, Bhattacharyya coefficient provides the preferable match for hand’s target
sequentially. The use of mean depth based on the previous candidate hand helps solye thes
problem of overlapping between hands and face (Figure 6). »

F.1 ’

0
J N \Y Z
Figure 6 Rﬁ‘of Gesture Path 'Z' where the Bottom Graph Displays the
Hi ive Priorities. The Appearance Number of Z is to 1 While its
Priority to 5
%uentially, the mean shift vector is estimated and then optimized recursively using
thesmean-shift function. We notice that the hand target location with its waif estimation is
computed at each step of mean-shift optimization. After that, the Kalman iteration
predicates and drives the hand target position. Among successive image frames, the
gesture path is constructed by joining the centroid points of target hand regions. We used
Kinect camera system to capture image sequences at 30FPS with 240 x 320 image
resolution. The proposed system was carried out by Matlab language and C++ language.
An application of isolated hand gesture path for alphabet characters (A-Z) and numbers
(0-9) was conducted to address the effects of recognition in real-time. We considered
multi-class SVM classifier for a gesture path of a single hand in color image sequences.
Our experiment demonstrated that each gesture (i.e, from A to Z and number from 0 to 9,
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equal to 36 symbols) was based on 30 videos where ten were for testing and twenty were
for learning. We can say that the dataset contains 360 image sequences for testing and 720
image sequences for learning gestures. In Figure 6 (bottom), the result is related to gesture
path 'Z' because of highest priority which coupled appearance number of alphabet
character Z.

To evaluate our proposed method, we base on the following criteria;

We considered t refers to number of testing data with value 10 for every gesture path

such that the valid gesture recognition is denoted by Yi and invalid gesture path by 4 as
follows;

I:HIJ +ﬁj 5 j.:l,z,...,36 (9)
Here, the index j refers to the hand gesture path of alphabets characters or number. Eqg.
10 estimates the valid recognition percentage for each gesture path while the total

percentage of recognizing all testing gesture paths are provided by Eq. 11. \/’
u.
h; = T‘.lOO

0 ZQJZ:;F,- Oo\ﬁ\y ”

where I represents the result of each nu@ or alp’ha%character and €2 refers to
total recognition value of our testing dqtam similar, \ timate the recognition on
training dataset for each alphabet charact numberslt is'noted that the higher priority
is estimated using multi-class SVM,i itio umber of appearance for each
gesture path as in Figure 6. Our expenment intr&\e and yielded promising results and
achieved 98.61% and 93.899 cognitien rates for learning and testing dataset
respectively. * %

N\
4. Conclusion apd @re W r’é\\.Q

In this work, sed method for recognizing Arabic numbers (0 - 9) and
the Latin alpha racters ) Gsing multi-class SVM in color videos. The gesture
path of a s i place using multi-class SVM, which is adequate for real-
time implernepidtions. &posed method is described in three main stages.

First, the region t hand is detected, localized and tracked using g mean-shift
procedure with filter as a preprocessing stage. Second, the extracted affine
features of ori johs, locations and velocity are quantized using K-mean clustering, and
then employed te the classifier either for learning or testing. Finally, multi-class SVM
algorithm\ﬁksperforming the learning and testing processes. The hand gesture dataset of
alphab acters A to Z and number 0 to 9 includes on 360 and 720 videos for testing

a;d @ ng respectively. Our experiment introduced and yield promising results and

6d 98.61% and 93.89% recognition rates for learning and testing dataset
réspectively. Hereafter, our researches will investigate the hand gesture path by fingertip
detection which makes the system more realistic.
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