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Abstract ¢

With the development of information technology, the video surveillal een
widely used in different fields. The real-time video monitoring and contfollifyg®system
adopts embedded technology, video decoding technology, communicatio, network

technology and some other technologies. Therefore, is muc ificance to
research it. In this paper the Cortex-A9 is used as rep to develop the
embedded remote video monitoring system, and tech also researched.

Based on the research of domestic video monit system combining with the

practical application the overall hardware a ftware, d of the embedded remote
video monitoring system is presented. T dware p this system includes the
A9 ork wh

microprocessor iMX6DL based on the ra ich produced by FeiLing
company and the USB camera base AMERA module. The software
pate includes the transplantatl f the e d operating system Linux, the

payer widget to obtaining a which egral real-time monitoring function. The
test manifests that the sy design i \% able and stable, it also can be extended to
Smart Home, Smart Ci rnet of \ﬁe&; s and other applications fields.

Keywords: vid \%mtorm@ded system; multithread communication; remote
monitoring 6 @
1. Introdu; 6

In foreign, the & monitoring system and monochrome television appeared almost

development of streaming med er t{@st cting of website and the writing the

simultaneously:. arliest videophone who based on simulation technology is born in
Bell Labqratory t the USA [1-2]. Subsequently, a multitude of video monitoring systems
and spec&% companies who provide solutions to clients also appeared, such as Mir
compar@ ermany, Digital Semiconductor company of America, Picpo company of
@ ediaCybernetics and so on. Those companies mainly produce monophonic
acquisition cards and compressing cards. Later, some manufacturers, such as LG
%any of Korea started to develop the multiway monitor system. Its representative
product is LDVR2000/3000 series and the packed format is M-JEPG. Its system has 4-6
channels. At the same time, foreign countries have successfully embedded Web camera
products, such as the SNC-100P of Korea's LG, the KX-HCMZ130 of Panasonic, the ANT-
NWC10/50/100 of Antwerp and so on [3]. The performance of the above products is
good, but their prices are too expensive to accept for internal users.

At present, Embedded video monitoring system has been rapid development under the
promotion of some innovative and high technologies and it has broad market application
prospect. Therefore, there is great practical significance to research and develop the video
monitoring system.
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2. The Requirement Analysis and Overall Design of System
2.1. The Requirement Analysis of System

2.1.1. The Functional Requirement

Users of the system are mainly divided into two categories: The administrators and
common users [4]. The specific functional requirements of administrators include
customer management function, video watching function and remote control function;
The specific functional requirement of customer only include video watching function but
they can’t change the resolution of the video stream, in addition to this they have the same
permissions as administrator’s [5].

2.1.2. The Performance Requirement .

Because this is a multiuser real-time monitoring system, so the requireme
performance of the system are more stricter. Table 1 describes th mance

requirements of the main focus of the system.
Table 1. The Performance Requwementz\x& of g‘

The performance of related items Deschiption ofMorg\ﬂce requirements

Number of users what are allowed to login simultaneously | N/ Mor 10 users

Frame frequency (640x480) NaN Mo%n 8frames/second
Setting the resolution time ~N '& than 1 second
Time of connecting streaming server 4 \.) ss than 2 seconds
Time of disconnecting streaming sg@l\\ .\U Less than 1 second
Post-settime % .V Less than 2 seconds
Time of video button r SN _ - Less than 0.5 second

Time of capture butteg,re§porise ¢ Less than 0.2second

2.2. The Overall Design@ystem \?

This paper prese emb d video monitoring system based on embedded
technology. The ARY muxﬂe s core construction platform of system and on this
basis web sg and videg_se are built. The system collects video image data by
g compression they can be transmitted through the network

n accomplish real-time monitoring. On the whole the system
adopts B/S archlted& lient can receive monitor video through browser which has
JAVA plug-in t the aim of monitoring. The general frame of the system is shown
in Figure 1 [6].

Client-browser

. Embedd=d
O USE PIOCEssINg
camera i platform

bedded Web Server
Figure 1. The General Frame Diagram of the System

The whole system is divided into the following four parts:

(1)Camera acquisition front: In the system, UT_USB_CAMERA is used as camera
acquisition front, it also has hardware compression function of JPEG video image and
mainly to complete video image data acquisition.
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(2) Embedded system platform: In the system, embedded platform mainly includes
ARM iMX6DL and embedded operating system Linux, the function that video data
acquisition and transmission is realized by embedded application software.

(3)Embedded web server: In the system, Boa is selected as embedded web server, it
need be configured accurately and transplanted into the whole system. As a compact and
efficient web server, Boa supports CGl, is basis of client to monitoring real-time video by
browser.

(4)Client: As long as in the same LAN, any authorized client (such as PC and mobile
devices) can access and manage the system. The client can receive video data in real time
and the data will be displayed on browser.

2.3. The Structure of System’s Hardware Platform

The hardware design is consisted by main controller, the devices of video collectlon
and transfer. The hardware structure is shown in Figure 2.

[ -

USE embeaddad
b f= ¢ svelopment 4

USE wireless board
network card [

g
Figure 2. The Hardw Qucturé\%ystem

The control panel includes core- b 1 ard [7]. The core-board mainly
includes iIMX6DL micro-processi Nan and SDRAM; In expansion board
USB Hub is used to cwcumscr B cam and*USB wireless net card. Serial DART

is used as embedded de opment b the real object of iMX6DL is shown in

is used to download and de rocedure? Feiling company’s production iMX6DL
Figure 3.

Figure 3. The Picture of Real Object of iMX6DL

2.4. The Software Design Scheme of System

The software design of system includes two aspects which are video capture server-side
and video monitoring client. For the PC client, the design of software is mainly the
development of upper layer application program and also includes the construction of
underlying software development environment [8]. In the early stage of the development
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of embedded system, embedded operating system is often not required. In the main
function circulation is used to maintain programs’ sustaining operation then through the
interrupt to handle external request to realize much of functions of the system. But with
the functions of embedded system are becoming more and more complex simple bare
machine procedures hard to meet the function what the users need. Therefore, it seems
very significant to use the embedded operating system to complete resource management,
interrupt handling, event handling, task scheduling and other functions.

At present, there are many kinds of embedded operating system at the market and
because Linux operating system is free, open source, stable and scalable it is used by most
of embedded systems. According to the basic requirements of the system, Linux operating
system which structured in embedded platform is selected to complete the development of
software. The bottom-up software hierarchy of embedded Linux system is mainly
consisted by following several parts: systematic guidance procedure Bootloader, kernel of
Linux (include device driver), file system and application program.

2.5. The Construction of Embedded System Environment Q
Because Windows has a set of mature software and dgvelopme software
structure of embedded side is paid more attention in ect of“sgtling up system

environment. Q \/

2.5.1. The Construction of Cross-compiling Env ent \\/

Embedded system needs special cross—da?pmentoe nment and development
tools. Therefore, it is necessary to construc 0SS- comp environment in the PC, to
generate code that running on embedde

2.5.2. Bootloader s\\

Bootloader is a small pr that is e>t before the running of operating system.

After the initialization o ystem s and construction of the memory space
mapping table, Bootloa alizes t ding of operating [9]. The common kinds of
parts:

Bootloader mainl «m u IIo win RedBoot, ARMboot, Vivi, U-Boot, Blob and
S0 on. Because of ss v , strong flexibility and supporting multi-platform of
U-Boot, it h dely use ariety of platforms. Therefore, U-Boot is selected to
boot the s t staWually the transplantation of U-Boot is adding related files

and conflg on opti the development board which is used by the system, then
cross-compile is ex% 7in finally they are burnt to write into Nandflash of the target

board
253.Th Tra@taﬁon of Embedded System Kernel and Related Drives

lantation of kernel is mainly modifying the codes which are related to
atform, according to their own needs users can clip and configurate the kernel,
add the functions that they need to kernel. Because there are many options of
I configuration, in general we only need find out the target board which is similar
with our development board then using it as the masterplate to complete kernel
configuration. In the system the kernel version of Linux is 2.6.28.

(1) The addition of camera driver module

The following are the main types of common USB camera driver:OVCam
drivers(ovsxx). Philips USB Webcam Drvier(pwc), QuickCam USB camera driver(qc-
usb), Linux UVC driver(uvc) and so on. In among them UVC drive is suited to the
camera devices which conform the specification of USB video category. It includes V4L2
the device drivers of kernel devices and relevant patches of userspace tools. Because the
camera which is used in the system complies with UVC specification, it is only need to
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compile the UVC drive into kernel. After entering the configuration interface of Linux
kernel, the selection as following: Device Drivers->Multimediadevices->Video For
Linux->Video capture adapters->V4L USB devices->USB Video Class(UVC) ->UVC
input events device support, then compiling the USB camera drive into kernel.

(2) Addition of USB wireless network card drive

Wireless transmission is selected as communication mode in the system, it is realized
by TL-WN321 G+ model USB wireless network card which is produced by TP-LINK
company in hardware. Because it’s the basic function of the system, so it will realize
when the wireless network drive is compiled into the kernel directly, and The specific
process is as follows: After entering the main configuration interface of Linux kernel
selecting Networking support->Networkingoptions->Packet socket in turn, then returning
to the Networking options page and selecting Wireless. After entering it[10], selecting the
wireless related options. Backing to the upper menu step by step, backing to the home
page of kernel configuration, then selecting Device Drivers->Network device s port
>Wireless LAN->Ralink driver support->Ralink rt2501/rt73 in turn. Selecting t
drive of the device that supports TL-WN321 G+. VK

2.5.4. The Root File System % g{
The root file system is the first file system WhICh i \1 el is starting.

The image files of kernel code are preserved in t ter mounting the
root file system, the system boot program will loa mmalisu scripts and services
into internal storage to run. There are many e file sy pported by embedded
Linux system, YAFFS2 is embedded fi&m that signed for NAND flash
memory. At present there are two versior ile sys y are YAFFS and YAFFS2,
one of their main differences is that ca .me pport NAND FLASH chip that
has large capacity. According to ific n% embedded devices, YAFFS2 file

system is selected by the systQ %
L 2
3. Implementation o@stem ,\\Q\

3.1. The Design o@ms on G%/er-side
The main ft@ of seh@id is using the V4L2 video device programming
S

interface o yste alize the collection of video data [11]. And the video data
can be retu to the splay, at the same time monitoring the client's monitoring
connection request. is a connection request, firstly let the video data carry out the
JPEG compressi ng through the hardware decoder of iIMX6DL processor, then
using the JRTF@atabase which is based on RTP/ RTCP protocol to packet package

for dataes apd sémding them to client via wireless network. The overall working process
of the St%Lde program is shown in Figure 4.

Q)O
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| Initializing peripheral acquisition device |

| Starting u;l-iﬂrniturmg |

4.| l—iﬂrxﬁt:mg client connaction |

¥
| Collecting video dataes |..| Returning to the local display |

Whether therz iz a
client connection ¥

¥ .
| Compressing video data | @ %

¥

| packet transmission of video | <3 V
N v \
End monitoring < .
— S| O

Figure 4. The %@lork‘in rocess of the Server Side
rammin@rver Side

The realization ide_i ed on the embedded platform, because it is limited
by the hardwar rce, so y requires that the running of applications to use
memory a ces as little as possible. But the video server has a number of tasks to
be process only o d is used to handle all tasks serially and because the time

and resources occu
efficiency of the
phenomenon ofzi

each task are not the same, it will inevitably lead to low
even it will lead to the interface can’t react and appearing the
ace’s stagnation. It obviously can’t meet the requirements of real-
time video captuse and transmission. So the multithreading mode is used to deal with the
work of e%ﬁwnctional module to improve performance of overall system. Thus avoiding
the phel@ on that the whole procedure is blocked due to the waiting of a link.

Qplementation of Qt Multi-thread

ccording to the requirements of system, using the main thread of program to monitor
the client's monitoring connection request and let video can be returned to the local
display. Two sub threads are created in the main thread, they are used to respectively
complete the compression and collection of video data and transmission of video data.
When using Qt to write multi-threaded program, only need subclass QThread and
realize the virtual function run() of QThread class. In the implementation of the program,
the subclasses of acquisition coding thread and data sending thread are created, and the
two subclasses are instantiated in the main thread, then they call their start() member
functions to start the sub-threads, after the starting of threads the codes of run() will be
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executed, so the acquisition coding and the codes about video sending need be
implemented in their run() functions.
3.2. Software Development of Acquisition Module

In video data acquisition module, Linux kernel calls camera driver program to control
USB camera to carry on video data acquisition and compression coding, then the video
data in JPEG format will be transmitted to next module.

The video acquisition of the system is implemented based on V4L2. In the embedded
Linux operating system, the main process of video data acquisition based on API V4L2 is
shown in Figure 5.

Opening V4Lvideo V
au:quisiiun device 0

4 cquiring the information of .
d&'-,-‘ice and image %
Semng of attri V
pEIEIIIEEEI’“ of 1rm \V

@ XM wideo device
N
OQ\\ Q End

Figure 5. Th of Video Data Acquisition Based on API V4L2

3.3. The Compression Coding of Video Data

Beca e demand for images and bandwidth of the real-time video monitoring is
not d the implement of supervision terminal is simple so JPEG compression

% e is selected by the system.
he Implementation of Video Transmission Module

Cross-compiling JRTPLIB, and transplanting it to the embedded platform to complete
video transmission based on RTP/RTCP protocol.

(1) Creating the RTP session

Before using JRTPLIB to transmit data it needs to define the instance of the class and
calls the Create () method to initialize it, it mainly to complete the setup of the sending
port and the sending time interval. Then through the instance to call a member function of
RTPSession class to implement addition, deletion of the target address, data transmission
and some other operation.
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(2) The addition and deletion of the address of data receiver

Before sending data it needs call int AddDestination(const RTPAddress &addr) that the
function of RTPSession class to add the specified data receiver address to the list. The
RTP protocol allows multiple destination addresses in a single session, when it doesn't
need to send data to an address calling int DeleteDestination(const RTPAddress &addr)
to delete the specified address, and the function void ClearDestinations() clearing all of
addresses in the list.

(3) Sending data to destination address

After the address of the received data is specified, using int SendPacket(const void
*data, size_t len, uint8_t pt, bool mark, uint32_t timestampinc) that the function of
RTPSession class to send data packets to all of destination addresses.

(4) Closing the RTP session

After calling void BYEDestroy(const RTPTime &maxwaittime,const void
*reason,size_treasonlength) function to send BYE group, then leaving session.

3.5. Program Design of Client-side 0?

3.5.1. The Over Design Scheme of Client-side %ﬂ
The main functions of the system include video da \I g, Yecodivig and display,
after client program starting, firstly it needs estab nnect&g server to inform

server to get monitoring., then it receives video d ough network and JPEG
decoding display them. The overall working grcess of‘tl'%clie program is shown in

Figure 6.

g O LN
3.5.2. Implementation of Video Da@%tlo \@

Client-side still uses the rele arg%j rface fun \s which provided by JRTPLIB bank
to implement data’s recepﬂ% ing 10 ettmg which the transmitting terminal to
data packet we can know e eo frame of RTP packets have some
timestamp, receiving en accord@nestamp of data packet to judge whether it
have received a frame e receiving end receives a RTP packet and sets its time
stamp to the curr %e next packet is received to determine whether the
time stamp is c Wlth rrent time stamp if they are not same it indicates video

data have pee ved y dll the data which is received currently into the circle
buffer and inue % subsequent operation. The main process of the client

receiving data Is show‘E igure 7.

-
@)
Q°
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Application for acquiting
server data

Feceiving the data sentfrom
fhe server-side —

¥
To decrypt the received data

¥
Displaving video data

Whether to
continue to
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.
Q\\ g B receive RTP data packet
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"hether to end
receive video
data?

Figure 7. Main Processes for the Client to of Client Program
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3.5.3. Display of Video Data

The client also uses Qlmage class of QT to complete the video display. After the
decoding thread have decoded one frame data it will send display signal to main thread
and call updata() function in corresponding slot function of main thread[12], then the
system will call paintEvent() function to complete refresh display of screen. Because the
decoded video data is YCbCr4:2:0 format, so it need be transferred to RGB format. The
processing flow is shown in Figure 8.

‘ Setting im age display environm ent param eters ‘

‘ Transferring the form at of the decoded video data ‘

¥
‘ Loading data, to display the image ‘ v

<
End Q V

Figure 8. The Process of @t Videov

> P

4.1. The Construction of Testing E \nen

‘\
After the system have co%@ tomizatio% actual software and hardware, that
o

4. System Testing

*

is, the customized tailoring,_a nspla in the ARM platform is completed,

through testing to verify the perferman onitoring system.
The system testing is pleted Wiigfin the area of WIFI signal coverage, using the

USB camera to capfurg wideo on devieloprhent board and accessing the development board
to the wireless neﬁx rough ireless network card. Because client plays video in
the Linux FireF: wser it install the java plugin JDK. After installing it enter

the http://l .20:88 bcam/index-sample.html in the browser, then it can realize
realtime pa ideo. rall hardware in the system is shown in Figure 9.

4.2. The Test Re l@
At first, sta@(:unux host computer and running target board embedded Linux

system, thenentering the /etc/boa directory of the root file system of target board. Starting
web bo%@ and running the video capture program servfox in /etc directory, the
runnipg Its are shown in Figure 10.
tarting the video server, client web browser sends connecting request to set up
rk communication to transfer video data. The information of client connecting the
seler is shown as Figure 11.
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Figure 10. The Running Results ofWideo Capture/Program

After capturing video data successfully@/Q formatlb@ images whose resolution
h

ratio is 640*480 can be watch in the c eb br e video monitor image is
shown in Figure 12 @

o

fepchrons : mtab resolv. conf
ftpusers issue! passiy scst_td.conflg
N lsrowp L pllntercal servfox
| f ofile services

Fle £t Ve Higiry Bockmarks ols telp

B Crcase * (2l

« & Oy (@i o -8 @ DR L
."-1" P 3

v men

Figure 12. The Video Monitor Image
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5. Conclusion

The test shows that the system can meet the requirements of video capture engineering
design. But because of using wireless network transmission, distance between acquisition
end and receiving end within 60 m the frame loss rate is less and video screen is clear.
However, with the distance of each side gradually increased, frame loss rate increased
gradually. But in the wireless network coverage, the requirements of video monitor can be
met. If it needs to expand the scope of monitoring, it is necessary to add the relay node
AP for video transmission.

If the resolution ratio of image capture of video monitoring system is set to 640*480,
the decoding display of browser client only can reach 15fps and video display is not very
smooth, therefore, the system needs to be further optimized and adjusted on the basis of
this setting.

The system realizes video capture and video transmission on the basis of IMX6DL,
development board, USB camera, USB wireless network card and Linux eXNipg
system. The test shows that the whole system has the advantages of high stabilit to
install, low cost and so on. It can be extended for industrial control, resid video
monitoring system and intelligent home systems and other ws. it hasdor plication

prospects. \
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