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Abstract 

Overlay text in video carries important semantic clues for video information retrieval 

and summarization. In this paper, we propose a robust method that is able to accurately 

locate text lines and extract text even in complex video scene. In the text localization 

stage, this paper adopts the method based on corner point. First, corner detection is used 

to extract corners as text features from video frames. Then multi-layer filtering 

mechanism (MLFM) is used to locate the text lines, which consists of corners clustering, 

corners horizontal projection, background filtering and heuristic rules. This MLFM can 

effectively remove the isolated corners, locate the text lines accurately and remove the 

background or pseudo text lines automatically. In the text extraction stage, this paper 

proposed a twice binarization method that combines with polarity judgment on image. 

The polarity judgment was used as a guide to adjust the first binarization threshold when 

we perform the first binarization. After the first binarization, a main proportion of the 

image has been processed, and the rest will be processed by the second binarization. 

Experimental results show that this approach can fast and robustly locate text lines and 

extract text in video even under complex background. 

 

Keywords: Text localization; Text extraction; Polarity judgment; Corner; Twice 

binarization 

 

1. Introduction 

The intelligent analysis of video data is currently in wide demand because a video is a 

major source of sensory data in our lives [1]. However, text is one of the most semantic 

information types without requiring complex computation, which carries high-level 

information such as program introductions, special announcements, scene locations, 

sports scores, date and time, news events and video contents. Text recognition in real life 

also has a lot of application scenarios, such as video classification, document analysis, 

video content based video retrieval, assistance to visually impair persons, license plate 

recognition, sign recognition, etc. 

Video text recognition is mainly divided into four steps: detection, localization, 

extraction and recognition. Text detection is to detect whether the video frame contains 

text candidates. Text localization is to locate the position of the text regions in video 

frame accurately. The extraction is to filter out background pixels of the text candidates, 

so that only the text pixels are left in the text regions. Text recognition is to feed the 

binary image into the optical character recognition (OCR) module to produce the text. 

Therefore, the result of text recognition depends largely on the results of text extraction 

and the selection of OCR. The current commercial OCR has entered into a relatively 

mature stage, so text extraction is critical for high recognition rate. However, the good 
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results of text extraction is also highly depend on accurate localization. Therefore, this 

paper is devoted to the study of text localization and extraction. 

Text localization and extraction is actually not a newer problem in the multi-media 

analysis field. There are lots of methods have been proposed to locate overlay texts in 

video by addressing complex background or low resolution in the literature. The methods 

of text localization can be mainly included the methods based on color, texture and edge 

or gradient. Since the methods based on color [2-3], which may not be suitable for text 

localization due to the need of full shape of each character. The methods based on texture 

are developed [4,6,8] to address the problem of complex background. But these methods 

are low performance and computationally expensive. The methods based on edge or 

gradient [9-10] were developed to achieve efficiency. However, it give more false 

positives due that it is sensitive to the background. Therefore, most of the above methods 

focus on one type method rather than making good use of the advantages of a variety of 

methods. Existing methods of text extraction [11-13] assumed that the text color is 

usually light or dark. However, these assumptions can directly limit the application of text 

extraction based on assumption to some specific domains, e.g. news, captions, sports. 

Therefore, these methods cannot be well used for text localization and extraction in 

complex video scene. Overall, we proposed an effective multi-layer filtering mechanism 

(MLFM) for text localization and twice binarization method that combines with polarity 

judgment for text extraction to address complex background in video. 

Compared with previously proposed methods [2-12], our work makes contribution to 

the following two aspects: 1) MLFM based on corners in this paper consists of corners 

clustering, corners horizontal projection, background filtering and heuristic rules, which 

enables the text to be located accurately. 2) The twice binarization method, which 

combines with polarity judgment of image, can do well on text extraction for the selecting 

of the best threshold and binarization under various conditions. 

The rest of the paper is organized as follows: Section 2 is a literature of related work. It 

presents the detection, localization and extraction procedure in Section 3. Experimental 

results are presented in Section 4. It finally concludes the paper and the future work in 

Section 5. 

 

2. Related Work 

The proposed method belongs to the text localization and extraction, so this section 

provides some literature review of previous studies in text localization and extraction. 

The methods of text localization are mainly classified into three types: the methods 

based on color, edge or texture and machine learning. 1) The method based on color 

assumes some constraints on text regions are satisfied such as certain sizes, uniform 

colors and spatial alignments.  Shekar et al. [2] proposed a novel method based on the 

phase congruency model and morphology based approaches for text detection, He 

investigated the matching features and morphological based on a set of rules from false 

positive elimination and locate text by using connected component.  Smitha et al. [3] also 

detect text from video frames based on skeleton matching. He obtain the skeleton by 

using morphology based approach and locate text by designed geometrical rules and 

morphological operations. It is efficient when the uniform regions are contained in video 

frames, it fails when there are different colors in a text lines. 2) The method based on edge 

or texture assumes that the backgrounds are much smoother than text regions. Therefore, 

it is possible to classify text regions and non-text regions according to different edge or 

texture intensity. However, it is still an open problem about how to reduce noises under 

complex backgrounds. Roy et al. [4] proposed a new method using fusion obtained by 

wavelet and gradient sub-bands to obtain text candidates. Zhang et al. [8] proposed video 

text localization method based on a fusion map of color gradients and log-Gabor filter. 

The method segments initially characters, and then a fusion map is constructed to fuse the 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.11, No.10 (2016) 

 

 

Copyright ⓒ 2016 SERSC      409 

results of color gradient and log-Gabor filter. Phan et al. [9] proposed a “gradient vector 

flow” model to extract the characters of text and remove false positives by the Histogram 

of oriented gradients feature. In [6], corners are also proposed for text detection, which 

are trained to produce a decision tree as the classification criteria for text characters. The 

above approaches may usually have a high recall rate. But it produced high false alarms 

due to the strong edge and texture. 3) The method based on machine learning uses 

features extracted from text regions and non-text regions to train neutral network or 

support vector machine. Samabia et al. [7] proposed a caption text detection method 

which Union of two feature vectors is used for the classification of text and non-text 

objects using support vector machine (SVM). Jain et al. [5] proposed a text detection 

method in natural scenes and video based on rich shape descriptors such as Histogram of 

Oriented Gradients, Gabor filter, corners and geometrical features of text, which train a 

support vector machine to classify text regions and non-text regions. Wang et al. [10] 

proposed a method combining a multi-layer neural networks with unsupervised feature 

learning, which can train accurately text detectors and recognizer modules. However, the 

performance of these methods depended on the number of training samples. 

After text localization, text extraction is required to be done before text recognition. 

Text extraction can be divided into the methods based on threshold [11,13] and based on 

strokes [12]. Text can be extracted by the threshold since there is a big difference between 

the text and the background in the grayscale and the adjacent gradient. Otsu [13] is a text 

extraction method based on the threshold, which is simple in principle and have a high 

efficiency. However, Otsu is a method based on global thresholds, which fails to extract 

text exactly under complex background. Luyu et al. [11] proposed an adaptive threshold 

method, which divided the image into multiple blocks and then carried out binarization in 

each block. The method based on strokes is also used for text extraction. Sao et al. [10] 

proposed a strokes filter for text extraction, which enhanced the strokes and suppressed 

the non-text strokes by the characters of four directions formed text extraction filter. 

 

3. Our Method 

The primary purpose of this paper is to solve the problem of overlay text localization 

and extraction under the complex background. In the stage of text detection, we choose 

corner as the text feature, which are not easily affected by contrast and color. In order to 

reduce the alarm rate of text localization, MLMF is proposed, which consists of corners 

clustering, corners horizontal projection, background filtering and heuristic rules. Finally, 

the twice binarization method combined with polarity of image can effectively enhance 

the effect of text extraction under complex background. 

 

3.1. Text Detection 

Text detection is the most basic step to recognize text in video frames. It is very 

important to choose a reliable text feature. Corners [6] are frequent and essential patterns 

in text regions and the advantages of corners in text regions are more orderly than the 

non-text regions. Therefore we use the corner point as the basic feature of the text for 

detection. 

Corner, which usually has high curvature on the boundary of the image, is an important 

feature of image texture features. The text regions in the image are rich in the corners with 

concentrated distribution, and the arrangement of the characters is the same as that of the 

text. On the contrary, the corner of non-text regions is less and the distribution is stray and 

the random is obvious. Therefore the text regions can be detected by the density and the 

distribution of the corners. However, the choice of detection algorithm has a great 

influence on the corner detection. There are two main types: the method based on edge 

and the method based on grayscale. The method based on edge need to be encoded, which 

relies on the image extraction and the edge extraction. The two operations itself are very 
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difficult and require complex computation, which is not good for detection. The method 

based on grayscale is based on the change of the neighboring gray pixels, which is effect 

for detection. So this paper uses the Harris corner detection algorithm based on the 

principle of the latter. 

 

  

(a)                                                                 (b) 

Figure 1. Harris Corner Detection (a) The Original Video Frame (b) The 
Corner Detection Result 

Harris corner detection algorithm is based on the differential operation and the 

autocorrelation matrix to carry out the detection of corners. Harris corner, since the 

differential operator can reflect the intensity of gray change in any direction, can 

effectively distinguish the corners and edges, so the corner detection operator has the 

rotation invariance. At the same time, the Harris algorithm selects the Gauss function as 

the detection window, which can smooth and filter image, and then detect corners of 

image. This method can also reduce the noises. Figure 1 shows the results of the Harris 

corner detection. It shows that the text regions of the corners are more dense and well-

organized. But the corner of the non-text regions is relatively sparse. So the corners are a 

robust feature for the text localization. 

 

3.2. Text Localization 

Although text detection based on corner has many advantages, it can also produce 

highly false alarms for text localization especially under the complex background, which 

is still a challenge to locate text for correct localization rate by corner. Therefore, the 

MLFM is developed for localization in this paper, which consists of corners clustering, 

corners horizontal projection, background filtering and heuristic rules. 

 

3.2.1. Corners Clustering 

Since all of points with high curvature boundary are judged to be the corners, it 

contains not only lots of corners on text regions but also some corners on non-text 

regions. The distribution of the corners is dense on text regions but isolated on non-text 

regions. Therefore, we carry out corners clustering for filtering out the isolated corners in 

the corners distribution map, so that we can avoid the noises accumulation and improve 

the accuracy of the text lines localization. 

Typically, it is much denser in the text regions, so we filter out the isolated corners by 

corner clustering to determine the distance between two corners with Euclidean distance. 

For any two corners, assume their positions are 1 1( , )x y
 and 2 2( , )x y

 in the image, we 

can calculate the distance between them.  
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   
2 2

1 2 1 2d x x y y   
                                                                                  (1) 

Where d is the distance between two corners in the image. If d  is less than T   (T  is 

an empirical value), it will be regarded as the same type. It arbitrarily selects an initial 

corner as the first point set from corners map, and then calculates the distance between 

any corner within the current point set and the corner out of current set. If d  is less than 

T , the corner will be put into the current set until there are not corners in the corners 

map. At this moment all corners are divided into several corners sets. Finally, corners sets 

whose number of corners are less than 3 will be removed.  

 

3.2.2. Text Lines Localization 

Most non-text corners have been filtered out after corners clustering. But the text 

extraction stage requires that the background of the text regions should be as little as 

possible.  So we must find an effective algorithm to locate text regions accurately. We 

found that texts in video frames are post-production and texts is usually printed font and 

font is uniform. Theoretically, there is no corner between text lines. The distribution map 

of the corners is consistent with text position. Therefore, as a horizontal projection profile 

to summarize the candidate corners over rows, a projection profile method based on the 

number of corners is employed to separate text regions into text lines, which can directly 

locate the text lines in video frames. Figure 2(a) shows an example by projection based on 

corner. There is an obvious valley between two lines of text. We can locate the text lines 

accurately from video frame by choosing a proper threshold. Text line localization is 

illustrated as follows: 

Firstly, the pixel value of the 
( , )i j

 can be expressed as
( , )g i j

.  

0
( , )

1

non corner
g i j

corner





                                                      (2) 

Thus, the integral projection of the row in horizontal direction can be determined as 

( , )
1

L
g i j

j

                                                                   (3) 

Where L  is the length of row. The integral projection of each row is marked as  

1

( ) ( , )
L

j

G i g i j



                                                          (4) 

1 i N   , where N  is the total number of rows. Average value of integral projection 

is expressed as  

1

( ) /
N

i

Average G i line



                                                  (5) 

Where line is the number of 
( )G i

 that is not zero. The text lines localization algorithm 

is defined as: 
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A Horizontal Projection Based on Corners For Text Lines Localization 

Algorithm： 

Input: Corner filtered image G   

Output: Text lines 

Process: 

1: for
 i Height

  do 

2:    if  
()upCheck

   then  

3:         Mark i th  row as the upper border of text lines; 

4:         if  
()underCheck

   then 

5:              Mark i th  row as the lower border of text lines; 

6:              Save the text lines images; 

7:          end if 

8:      end if 

9: end for 

 

Where 
()upCheck

 is the function that finds the upper border of text lines. It needs to 

satisfy the following two conditions. 

1).
( ( ) / ) ( ( 1) / ) ( ( 1) / )G i Aver G i Aver G i n Aver       

  

2). there is at least one row in from i  to 1i n  which satisfies: 
( ) /G k Aver 

 

where k  satisfy 1i k i n    . n  is the threshold of line number to check upper 

border. Aver  is the height of corners histogram. 

Where 
()underCheck

  is the function that finds the lower border of text lines. It needs 

to meet the following two conditions.  

1). 
( ( ) ) ( ( 1) ) ( ( 1) )G i G i G i m       

. 

2).One row must be included from i th  row to ( 1)i m th   row meeting: 

( )G k 
. Where k  meets 1i k i m     . Where m   is the threshold of line number 

to check lower border.  

Where 
, , ,   

 are threshold to eliminate noises in text regions. 

 

3.2.3. Background Filtering 

The text lines can be located after the horizontal projection based on corners. Some 

residual background is also reserved in the two poles of text line, so it is necessary to 

filter out the residual background of the text lines. The traditional way is to carry out the 

vertical projection. But we locate text regions by corner features in this paper, which is 

sparser than pixels. The vertical projection based on corners are not suitable to locate the 

text lines. So this paper makes good use of the difference of the corner density between 

text regions and non-text regions to filter the background in text lines. 
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We design a size of 1.5H H ( H  is the height of text line) sliding window for 

filtering out the background and the step-size is H  from the left to the right of text line. 

An example has been shown in Figure 2 (b). If the number of corners in window is more 

than T  (corner number threshold), the window will be reserved. Otherwise, the window 

will be discarded. Then all the reserved windows are merged by the rules that the distance 

between the windows is less than 2H . And then the merged windows will be checked by 

heuristic rules to filter out pseudo-text lines. Finally, the merged windows refined by 

heuristic rules will be saved as images. Rules are defined as follows: 

1. Filter out the height of text lines which is less than 8 pixels; 

2. Filter out the candidate regions of minimum external matrix which is below a 

threshold. Text regions are usually rectangular, and the depth to width ratio is at least 1:3; 

3. Filter out the 2/3 top portion of the video frame. Video content and video captions 

usually are in the 1/3 bottom portion of the video frames; 

4. Filter out the 12 pixels lines from bottom sides of border of the video frame. The 

contents of this text regions are usually the program advertising, notice or other 

information, which is not related to the video content. 

 

 

(a) 

 

(b) 

Figure 2. Text Lines Localization (a) Horizontal Projection Based on Corner 
Locate Text Lines (b) Remove the Background of Text Lines Based on 

Density of Corners 

 

3.3. Text Extraction 

Text localization is a basis step for text recognition. Text extraction is the key step to 

enhance the recognition rates. Text extraction means that the text of the image will be 

divided into the non-text and text pixels to get binary image. However, there are still 

many problems in text extraction under complex background at present, which mainly 

includes two aspects: 1) the contrast of the text lines is unpredictable such as light text 

and dark text. 2) The background of text is complex. A single threshold can’t effectively 

complete the extraction. Therefore, this paper proposed a binarization method which 

combined with polarity judgment based on binary image. 

 

3.3.1. Polarity Judgment Based on Binary Image 

There exists a contrast color between text and non-text regions in text line. The contrast 

has two types. One is that the brightness of text is lighter than the brightness of 

background, which is named positive contrast colors. The other is that the brightness of 

text is darker than the brightness of background, which is named negative contrast colors. 

Polarity judgment can be used to judge the contrast colors. Text extraction needs to make 

sure the polarity of text lines which is useful to help adjust the best threshold 

automatically for binarization and filter out the noises of binary image. Therefore, polarity 

judgment is necessary for text extraction. 
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(a) 

 

(b) 

Figure 3. Polarity Judgment (a) Binary Image (b) The Result by Algorithm 
for Filling 8-adjacent Connection Based on Binary Image 

In this paper, we use local Otsu method to get binary image. The pixels of four borders 

of binary image will be used as the seed points for eight connected domain filling 

algorithm. If the pixel value is the same as its neighborhood, it will be filled with 128. 

The result of polarity for text line image will be decided by the proportion of black pixels 

and white pixels. The detailed process of polarity judgment is defined as follows: 

Step1. The each border of text line in image P  will be extended 4 pixels and get new 

text lines named image 1P  ; 

Step2. Convert 1P  to the gray image 2P  , use local Otsu method to get binary 

image 3P  . 

Step3. Select the pixels of four borders of 3P  as the initial seed pixels and put them 

into array
 ,  ,  A x y v

. Where 
( , )x y

 is the position of the seed pixel in 3P  and v  is the 

value of pixels at
 ,  x y

 . 

Step4. Select the seed points from the initial seed pixels array 
 ,  ,  A x y v

 and search 

the eight neighborhood from the current seed points. If the adjacent point is the same as 

the current initial seed point, the adjacent point will be settled 128 (128 can be changed as 

long as it's not 0 or 255). Then we use the current search point as the seed point to search 

the new seeds according to the rules of Step3 until that the point can’t meet it. This means 

that the current initial seed point of the neighborhood search is completed. 

Step5. Select a new seed points from the initial seed pixels array
 ,  ,  A x y v

. We will 

skip the initial seed points if its pixel value has been filled with 128 until that an initial 

seed point is found in 
 ,  ,  A x y v

 which hasn’t been filled. Then follow the rule of Step4 

to carry on the regional growth until that no seed pixels were found. 

Step6. The pixel value in image only contains three types after Step5: 128, 0 and 255 

in 3P  , respectively. The portions that the pixel value are 128 is the background regions. 

So we can judge the polarity of text line by statistic the proportion of the number of 255 

( 1N ) and 0 ( 0N ). The main portion are text regions and the fewer portion is non-text 

regions. Text is positive polarity if 1 0N N  , otherwise Text is negative polarity 

if 1 0N N  . The polarity judgment is completed. 

Figure 3 (a) shows the result of the local Otsu to generate a temp binary image. Figure 

3 (b) shows the result filled by 128 with algorithm for filling 8-adjacent Connection 

regions. Most of the background regions have been filled with 128 and only a bit of 

background is reserved in the closed strokes. But the proportion of backgrounds is very 

smaller than text regions, so it can ensure the reliability of the polarity judgment. Since 

this method was carried out on the binary image, itis much faster with algorithm for 

filling 8-adjacent Connection regions and more robust than the traditional method due to 

the simple binary image. The accuracy of proposed method is 97%. 
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3.3.2. Twice Binary 

The core part of the text extraction is binarization, while the existing binarization 

algorithm is mainly divided into two types. One is the global threshold binarization and 

the other is the local threshold binarization. It is difficult to find a reasonable threshold to 

separate the text and non-text by the method of global threshold binarization under 

complex background. However it will cause too much noise through the local threshold 

for text extraction, which is difficult to be removed from binary image. Therefore, we 

adjust the threshold automatically for the first binarization through polarity judgment and 

then make good use of the advantages of the global threshold and the local threshold for 

binarization, which can solve the problem of text extraction effectively under complex 

background. 

 

(a) 

 

(b) 

 

(c) 

Figure 4. Twice Binarization (a)Text Line Gray Image (b) Local Otsu for the 
First Binarization (c) Niblack for the Second Binarization 

First of all, we calculate the threshold by the local Otsu algorithm and then adjust the 

best threshold according to the results of polarity judgment for text lines image. After the 

first binarization is completed, Niblack’s algorithm will be used for the second 

binarization. Figure 4 (b) shows the first binarization for original Figure 4 (a). The 

majority portion of image has been binarization in addition to the border of text strokes 

and some background of text lines are gray pixels. Figure 4 (c) shows the result of second 

binarization used by Niblack algorithm, whose background and the stroke are very good 

to be separated and strokes are clear. Twice binarization is as follows: 

Step1: Convert text lines image P  to the gray image G  ; 

Step2: Amplify 3 times for image G  by bilinear interpolation and then carry out 

median filter; 

Step3: Calculate the threshold by a size of Height x Height (Height is the height of text 

lines) window by Otsu from the left of image G ; 

Step4: Change the threshold T according to the result of polarity judgment (The text 

color is black if 0 1N N  , and then 1T T N  . Conversely, the text color is white 

if   0 1N N  , and then 1T T N   . N  is an empirical value, 20N  ) to get the best 

threshold 1T  ;  

Step5: Carry out the first binarization. If the current gray pixel value V meets 

| 1 1|V T n 
  ( 1n  is an empirical value, 1 30n   ) and 1V T  , then 255V   . If 

1 1V T n 
 and 1V T  , then 0V   ; 

Step6: Go to Step2 if the sliding window doesn’t reach the right boundary of the image 

G  ; 

Step7: Carry out the second binarization. The rest of gray pixels are completed by the 

algorithm of Niblack after Step6; 
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Step8: Image G  is completed by twice binarization. 

 

4. Experimental Results 

The purpose of text recognition is to make it convenient for us to master more 

information in our life. The satellite televisions and CCTV brought us lots of information 

about life across our country. So our datasets are from these videos. They are diverse text 

types including different size, quality, colors, and complex background. And, all the video 

frames have a size of 480 360   pixels and total duration is 2 hours. 

The criterion of evaluation in the text localization and extraction are different, which 

will be divided into two stages. The first stage focuses on the text localization evaluation, 

which evaluates the accuracy of the proposed algorithm in various types of video. The 

second phase evaluates the text extraction algorithm, which tests the validity of 

binarization in text extraction and the text recognition rate. 

 

4.1. Evaluation of Text Localization 

This stage is mainly to evaluate quantitatively text localization, and then compare with 

other methods. Experiments show that our proposed localization algorithm is robust on 

datasets. Figure 5 (a), (b), (c) shows some examples for locating text lines accurately in 

addition to the logo of TV station and other texts in the upper regions of video. Our goal 

is to obtain the main information of videos, which are usually in the 1/3 lower portion of 

the video frame. So the results of text localization are identical with our expectation. 

Figure 5 (d), (e), (f) shows some error examples of localization. Our algorithm failed to 

locate some number regions in Figure 5(d) because of the fewer corners on number 

regions. It also failed to locate a place in Figure 5(e), (f) due to the low resolution or be in 

between two text lines. Although some examples of localization failure were found in 

some video frames, it didn’t affect the extraction for the main information of video at all.  

 

(a)                                          (b)                                            (c)  

(d)                                         (e)                                             (f)               
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(a)                                     (b)                                             (c)  

   

(d)                                     (e)                                             (f)  

Figure 5. Video Text Lines Localization Examples Figure (a), (b), (c) Text 
Lines Localization Positive Examples Figure (d), (e), (f) Text Lines 

Localization Negative Examples 

Here, we take the three most widely evaluation criterion: recall rate, precision rate and 

speed.  

1). Recall Rate. The recall rate evaluates on the proportion of text lines correctly 

located to total text lines in datasets. That is, 

/Recall Lc Tn                                                          (6) 

2).Precision Rate. The precision rate evaluates on the proportion of text lines correctly 

located to total text lines located in datasets. Namely, 

/Precision Lc Ln                                                  (7) 

3). Speed. It shows how long to evaluate the text localization per frame. All the 

experiments are run on the same computer with 3.2Hz i5-3470 CPU. 

/Speed T N
                                                         (8) 

Where Lc  is located number of the correct text lines. Tn  is the total Number of text 

lines in our datasets. Ln  is the total number of text lines located with our method. T  is 

the total time for text localization in total datasets. N  is located number within T  . 

Table 1. Comparison with Others in Text Localization 

Method Precision(%) Recall(%) Speed(s/frame) 

Ref[14] 87.47 89.56 0.22 

Ref[15] 84.28 85.63 1.65 

Proposed Method 89.15 92.24 0.67 

 

To demonstrate the effectiveness of our method, we compared with algorithms 

proposed in [14-15]. Table 1 shows that the recall rate and accuracy of our method are 

higher than the other two methods. The reason is that our selection of reliable corner as 
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text features and multi-layer filtering mechanism is more effective for locating text 

accurately. Even though the speed is slower than that of [14], the accuracy and recall rate 

of proposed method is obviously higher than that of [14]. 

 

4.1. Evaluation of Text Extraction and Recognition 

This stage is to evaluate the effect of text extraction and recognition. Text extraction is 

directly related to the results of the text recognition, so we use the text recognition like 

other papers to reflect the effect of text extraction. We randomly selected 200 text lines 

images located by our localization method as datasets for text extraction. We will 

compare with the classical algorithms: Otsu [13], Niblack [16], Sauvola [17] and Wolf 

[18]1 algorithms. Figure 6 shows the results of text extraction. It is obvious that the Otsu’s 

method is poor for background color variation images. Because it focuses on the global 

threshold by analysis the histogram-based of image. Niblack’s method is better than 

Otsu’s method, but it missed some text stokes, since it is affected by the nearby 

background. Since Sauvola’s method make the additional assumptions for binarization, it 

leads to lots of thin features and holes on text strokes.The strokes of texts proposed by 

Wolf are relatively clearer than former methods. But the details of the text strokes are a 

serious problem. Figure 6 (a) shows that there is a problem of over extraction in the same 

image with different contrast levels. Figure 6 (b) shows an example that there is some 

conjoint strokes in the details for texts. But our method proposed in this paper has better 

results.  

 

Figure 6. Comparison of Text Extraction Method 

We evaluate the effect of text extraction by recognition rate. We will feed the text 

extracted by the above five methods into the OCR module (this paper uses the open 

source Tesseract-OCR2) for text recognition. We use the word recognition rate as the 

evaluation criteria for the evaluation of recognition efficiency, where recognition rate is 

the number of correct word recognized by OCR accounts for the percent of the total 

number of words. 

Table 2. Word Recognition Rate in Different Extraction Methods 

Method Otsu Niblack Sauvola Wolf Our Method 

Recognition(%) 55 52 60 67 72 

 

Table 2 shows the results of word recognition rate in different extraction methods. Our 

recognition rate is far better than others, which benefits from the polarity judgment 

                                                           
1 http://liris.cnrs.fr/christian.wolf/software/binarize/index.html 
2 http://code.google.com/p/tesseract-ocr/ 
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combined with the twice binarization for extraction. Otsu is too single in thresholds, and 

Niblack algorithm generate too much noises. Sauvola and Wolf algorithm have a better 

effect, but the strokes are lost due to over extraction. 
 

5. Conclusions and Future Work 

In this paper, an effect text location and extraction algorithm are proposed for complex 

background video. The purpose of this paper is to improve overlay text recognition rate 

under complex background in video. For text localization, we proposed a MLFM which 

can accurately locate the overlay text lines and can effectively overcome the low accuracy 

rate for the traditional text localization based on corners. For text extraction, the twice 

binarization method combine with polarity judgment based on binary image was proposed 

to solve the problem under complex background in video. The twice binarization is 

composed of global and local binarization, which can retain the overall and detail of the 

text strokes. Polarity judgment based on binary images, which can judge automatically the 

text color, can effectively improve twice binarization on best threshold choice.    

Although we have completed the work of text localization and extraction under 

complex background images in video, the proposed algorithm in this paper is only for the 

overlay text rather than the scene text in video. Scene texts also have great importance in 

our life such as the road name, product description, scenic spots introduction, etc. 

Therefore, our future work will focus on the scene text recognition. 
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