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Abstract

The feature extraction process is the fundamental stage in the development of speech,
processing systems. In this paper is described the methodology and implementati &m
embedded algorithm for extracting characteristic information from silent speec als.
! :ﬁ ed as

ignals is

The classical approach based on frequency representations of the signalsfis
methodology for this work. First, the acquisition stage of thessilent
performed using a Non-Audible Murmur micropho 4Discovery
evaluation board. Then, the digitalized signal is filti dég e rmalized using

the pre-emphasis and windowing steps. The mag s calculated from

pec a
the pre-processed signal using the Fast Fourier e sform%to finally estimate
f

characteristic data from de silent speech si As res this process, the signal
characteristic parameters, defined in the ncy do re obtained and used as

elements at later stages of pattern rec ,in o to build systems of Automatic
Speech Recognition (ASR), Spee dlng r Recognition, among other
applications.
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1. Introductm\ %
For a long searcher erésted in the linguistic mechanisms involved in the

voice prod ave e udied and analyzed speech signals. They have continually
worked on onstru techniques and devices able to recognize and understand
the Ianguage autom

when the speech task is performed.

The resulted s opened the doors to major applications, as the development of
ow people to communicate with machines, which brings advantages
ccessibility. Benefits such as costs reduction in managing customer

service stafi=accessibility in automated services for natural communication, and the

custom'n the product catalog tailored to customers [1], are examples of applications
%ﬂ atic Speech Recognition (ASR) and natural language understanding systems.

C

e ASR concept emerges from the idea of building a tool that would allow people to
unicate and interact with machines, such as computers or similar devices, using
speech as mean of communication. ASR systems enable to process and identify utterances
spoken by the user through an input interface, which can be a microphone or phone. In
this way, the spoken utterances are converted in treatable elements that compose a
linguistically meaningful sentence for the system, and enable the human-machine
interaction process through speech [2].
The development of speech recognition interfaces brings many advantages such as
those mentioned above but exists a limitation in terms of applicability, which is related to
using voiced speech as the only way of communication to build such kind of systems.
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It is for this reason that the silent speech interface concept (SSI) was born. SSI systems
are defined as an interaction platform that enables communication through speech, when
audible acoustic signals are not available [3]. Among the applications of this kind of
systems, one of the most important is to allow oral communication for people who have
speech disorders. Furthermore, the improvement of the communication in noisy places to
mitigate the possible distortions of orally expressed ideas by the sender in the
communication process, and/or guarantee the privacy of the message if exist restrictions
for public places [4].

The biggest difference between SSI and ASR systems lies in the acquisition stage of
the signals for digitalizing and further processing. For the SSI systems it depends of the
transductor used for acquisition, as seen in [5],while for automatic speech recognition
systems only is required the speech signal captured by a microphone [6].

The Non-Audible Murmur (NAM) is one the methods used to build SSI systems. As its
name suggest, NAM corresponds to the production of low-power whispers that cangot be»
heard by listeners nearby the speaker [7]. I\/

The NAM processing for developing silent speech interfaces is based o ory of
speech processing to build ASR systems. That is why the zE&essing S fér JASR are

applicable to NAM-based SSI systems with certain modificatins®
Three major phases are defined for developing ASR ,and a cerned with

the analysis of the characteristics of the speech sigg 8]; the Clgsgification, pattern
recognition [9], and the verification of the utteran wordW recognized by the
system [10-11].

For recognizing words from non-audible @mur Si swe take into account the
acquisition, analysis and pattern classifieati the ASR odology. For this case, the

acquisition stage for NAM signals is p d usi %ame method for speech signals;
with a microphone, but with the dif that % e modified to correctly capture

this kind of signals [12]

In accordance with the % offer NAM-type SSI systems, and since the
implementation of such syste per ilarly to the classical speech processing
approaches, this paper pr@es the d p ent of a feature extraction stage to estimate
the frequency-domai ntation of Ren-audible murmur waveforms; through the Fast
Fourier Transfo ) to ilpate the magnitude spectrum, embedded on a
development bo r\

2. Metho@g

The aim of thi r is to describe the stages for acquisition, pre-emphasis,
windowing and ion of the magnitude spectrum of a silent speech signal. As result,
the developme& silent speech processing system was achieved. It was embedded in a
development board in order to build a portable device for speech processing.

Figuﬁé&ws an intuitive representation of the processing stages.

Q)O
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Figure 1. Processing System S&
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2.1. Acquisition of NAM Signals

The NAM signals are defined as the waveforg t are p\d ed as result of very
quietly uttered speech that cannot be perceiv anyone the person who performs
the speaking action [4]. According to {hi necessa\g build an acoustic sensor
capable to detect the low-power signal ilent s :

A NAM microphone is the aco Ensor 9%“ this kind of applications. This

transducer consists of a commaqn t conde icrophone, which is located within
the cone-shaped space form%x dlaphr of a common stethoscope. Such space is
filled with soft silicone to all opagati e NAM signals, because of its properties
similar to those of the hu skm tis . Figure 2 shows the physical construction of

the stethoscopic NA hone
Q\\ * Muscle
O E @ r—»smn

Non-audible
murmur
Electret
@ propagation /mlcrophone
_V
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—_ Extemal
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Figure 2. NAM Microphone
After placing the NAM microphone in the mastoid processes, which is the

recommended place where a better signal acquisition of NAM signals is performed [7], it
is proceeded with the signal conditioning stage. For this case, the signal conditioning
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consists of a transistor configured as amplifier, which normalize the signal within the
operating voltage ranges of the microcontroller of the board (0 V to 3.3 V), to then
perform the digital processing.

The embedded system used for this application is the STM32F4Discovery board of
STMicroelectronics®, which was configured to work at a clock frequency of 8 MHz. The
HAL library from ST® and the CMSIS from ARM® were used as the software tools for
programming.

The main modules of the MCU involved in the development of the feature extraction
system were the ADC (Analog to Digital Converter) and the DAC (Digital to Analog
Converter).

The digitization of the silent speech signal was performed using the ADC module of
the board, which was configured to work using 12 bits of resolution and an approximate
sampling time of 78.125 microseconds. The spoken utterance chosen for processing, in
this case corresponds to the pronunciation of the word 'tres' [t ¢ e s] (three in English)»
whose approximate duration is 360 ms.

The total duration of the signal (360 ms), corresponds to 4608 samples ac to the
sampling time reached by the MCU, however, if an array whose dimensjog i
the exact number of samples is defined, it could represen léms t ulte the signal
if it is generated and the ADC conversion is not synchropized. Bhat is w input vector

of 6400 samples, corresponding to 500 ms for thesdeguisitio MNAM signal is
defined, thus the mismatch is mitigated. Figure 3 he N@ﬂal of the utterance
O~ 5

of [tres].

6 CH2 100mY M 50.0ms
&&re 3. NAM Signal of Utterance of ‘Tres’

2.2.Pr asis

T <@- ond stage after the acquisition and amplification of the NAM waveforms is the
-ﬁ’ phasis applied to the digitalized silent speech. The pre-emphasis phase aims to
bogst the energy magnitude of the high frequency components of the signal, to make the
characteristic information of the signal more available and improve detection of
phonological units, in further processing stages (i.e. pattern classification) [14].

The pre-emphasis in this work, is performed using a first order high pass filter, applied
to the input signal s[n]. The filter is defined as shown in (1).

siln] = s[n] — 0.97s5[n — 1] (1)

Where s¢[n] represents the filtered signal defined as a difference equation, and
involves the present and previous components of s[n].

The signal of 500 ms, was digitalized and stored in the data memory of the
microcontroller, in a 6400 index data array of float32_t type. Then it was applied the first
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order filter to the data vector that stores the digitalized signal. Such processes are
represented in the block diagram of Figure 4. The new s, [n] vector represents the signal
5 [n] when the pre-emphasis is performed. The notation in terms of i, is used to represent
the iterative process in the algorithm.

v

Analog-to-digital
conversion

v

Store in s[n] array

No Reached 6400

samples?

Figure 4. Block Dlagram of the Emb @r p Stage

2.3. Signal Windowing

Y Q part xroup of waveforms of non-

Speech signals (both voiced and sile
stationary type, in short, this means equ onents are not static and vary
over time, as well as its statisi aract ? This represents problems when
implementing classical signal S (| e or temporal analysis), but exists the
advantage that these frequen iations O e have a very slow rate of variation due
to the properties of the vogal tract sys

Accordingly, if seg on of thesignal is performed in frames short enough to be
considered statio Iong n ugh to find important features in the signal, it is

possible to conti cla I processing without drawbacks due to the non-
stationarity ofihe
Some i should be noted in the windowing process of the signal.

~+), Which in this case is is defined in 40 ms and corresponds

between the begi
shape of the w

are g&e S
%

of one of the frames, with the next, and the final parameter is the
. Figure 5 depicts the process of segmentation of speech signals, and
lected parameters.
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Figure 5. Signal Windowing

wi ow e window is

ermﬁyt ith each of the
plicati ss, is used to avoid
, limitj oundary magnitudes

thls va}o Is within the recommended
% according to the sampling time

The window shape in this case, is defined as a H
represented as a Gaussian type function, and is m
resultant frames of the segmentation. The windo
discontinuities when the FFT calculation is performe
of the frame vector to zero. @

The window width is selected to 40*& ce
range for this kind of applications (20 40 m
this window width corresponds to 5 of t

of 2 and a requirement for tE @ calcul
samples is set in 10 ms, bas the reco

To embed the windowing process 0
arrangement as data con ris defl .This arrangement was defined in relation to the
number of windows ed from % +[n] signal, which as will be seen later this value

is 33 segments. e re ments were stored in a float32_t type data matrix

ed signal s¢[n], which is a power
jon. mally, the frame shift between the
tion criteria summarized in [16].
elopment board, a two-dimensional matrix

The result in th @entation of the signal is the division into equal length windows of
the vector data@epresents the NAM signal in discrete-time. This allows to perform
specific processiqg tasks, such as feature extraction from the frequency representation of
the signa%gnext step in the feature extraction process is the calculation of the Fourier

ind the frequency representation of the signal to characterize the analyzed

transfor,
wav . Equation (2) represents the Fourier transform in discrete terms.

— i2mjn (2)
%] = %Z snle” 1

n=0
The DSP-CMSIS library was used to calculate the FFT of the discrete-time frames in
order to implement an algorithm for feature extraction using the embedded system. To
properly calculate this information, the estimation of the magnitude of the Fourier
transform of a real sequence was performed for each frame stored from the previous
stage. The diagram in Figure 6 shows the procedure for this task.
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Figure 6. FFT Calculation 0

As shown in Figure 6, after the calculation of the@v data 1I8digplayed on an

oscilloscope as a test method for verification. Th
‘ hl&w

module of the embedded system, which was config

3. Results

The proposed methodology summari

Figure 1, was successfully applled |Ien @)slgnal for the utterance [t c e s],
whose temporal representation |s icted |n 3. Thus, with the methodology
application, it was possible to mag pectrum of each of the signal frames.

Figure 3 shows the time%m repre n of the analyzed signal. In this figure
which is taken from an o scope, i that the content of relevant information in
the signal begins at ap é"nately 7 he frames out of this time threshold were
discarded.

According to t \h first %gment starts at the index 896 of the signal vector
(equivalent tg 7 The Iast t is located in the index 4992 of the data array that
is 390 msf star of ¢he signal. By defining these time limits and using equation (3)
is p033|ble culate ber of segments to be analyzed in 360 ms of total duration
of the 5|gnal

N, = ? 3)
i
Wher NE, is the number of frames contained in the signal, NV, corresponds to the

number ples of the signal, wy is the width of the frame in terms of number of
sam 2), and s¢ is the frame shlft in samples (128).

umber of frames of the silent speech signal, calculated from (3), correspond to

his means that 360 ms of the signal, contain 33 frames of 40 ms width with a shift of

10 ms. For explanation purposes, in this case only the spectrum of the first four windows
are shown.

Figure 7 shows the magnitude spectrum of the first window which lies between the
time limits 70 ms and 110 ms, which corresponds to a segment width equal to 40 ms (512
samples). It can be clearly noted in the spectrum that due to the effects of normalization
through the pre-emphasis phase, the amplitude peaks present at high frequencies are
dominant compared to the values at low frequencies. However, a max value occurs at
approximately 5000 Hz in the signal, and its magnitude can be used as a unique
characteristic of the signal.
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Figure 7. Magnitude Spectrum of the First Fram
% Flgure 8), a

In the case of the second frame, in the calculated
variation from the previous spectrum is observed. Jhi trum sh significant low
frequency component, located approximately at 7@ and i for the frequency
spectrums of the next frames. The low frequenc mponent d in this frame, is
estimated according to the time limits of thn%ment wi the interval 80 msto 120
ms. This time interval presents more y informabigh due to the shift process,
which spans the spectral estimation pr &

Q T o1 T T T T T 1
0 3200 6400 3200 0
t (Hz)

O* ' CHT S00rmt kA G005

O Figure 8. Magnitude Spectrum of the Second Frame

e third window magnitude spectrum is represented in Figure 9. There can be found
better results with respect to high frequencies of the signal, while maintaining the low
frequency value of 730 Hz, as mentioned above. The prominent peak at high frequencies,
ranks like the first two windows at a frequency of about 5000 Hz, this value becomes in a
key element in the frequency representation of the signal.
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Figure 9. Magnitude Spectrum of the Third Frame @
ined, and

While the number of frames increases, it also does th m whi
therefore is found more information defining the behg th 5|g frequency-

domain. This behavior can be clearly noted in Fig ere e defined in the
@ Wlth ount of energy in
in dlff oints; 5000 Hz, 5500

interval (100 ms to 140 ms), maintains a low freg
the 730 Hz value and also high frequency compone
Hz and about 6100 Hz. 6

CH1 S00mY b 500,05
%Eigure 10. Magnitude Spectrum of the Fourth Frame

: nce data, in Table 1, are condensed some parameters related to memory
Copsimption and processing time of the MCU. These parameters are taken into account as
ata/to guide future work applications related to silent speech processing.

Table 1. MCU Performance Parameters

Parameter Value
Program size 23496 bytes
RAM size 127.06 kB
ROM size 121.88 kB
Processing time 900 ms
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4. Conclusions

The pre-emphasis and windowing stages that were implemented as the digital
conditioning steps in this work, are the fundamental basis of development for feature
extraction systems. The magnitude boosting of the high frequencies in the signal as result
of the pre-emphasis phase, allows the identification of specific high frequency
characteristics as unique elements of distinction in further recognition steps. Furthermore,
the segmentation of the signal and normalization in defined time intervals from the total
duration of the signal, reduces significantly the dynamic behavior of the signal for
analysis purposes, which brings a feature extraction process by parts taking into account
both temporal and frequency data.

The results show a greater contribution of noise in the temporal representation of the
silent signal, this is due to the nature of the unvoiced speech which for the vocal tract is
represented as a noise input. Despite of the high amount of noise, the proposed,
methodology is suitable for characterization, finding unique frequencies in %ﬁl
acquired as the results show. %‘

The described system, shows clearly that there is no distinction itself reIa@ e type
of signal processing in the embedded system, if it is true th\%ws case to NAM

signal processing, if in the acquisition stage, the NA crophonelisgreplaced by
common microphone, processing could be carried g ut modification in terms of
programming. This would allow the user to ‘t is d t in processing
applications of voiced speech, with some mod ions in ardware, providing
flexibility and versatility when working with ind of ge%ments.

As seen in the results, the performanc eters in pplication shows that the
memory consumption of the random ac mory efsthe MCU, is in its capacity limit,
which is due to the large number of b sed f iridowing process, this issue could
represent major problems if large nt of dat d be processed. In comparison the
ROM capacity and program e WI the “range that not exceeds the memory
capacity. In the other hand rocessing for these applications is suitable for the
application described, howeyver optlm tlme for posterior developments could be
accomplished if the cl uency is ented

As future wor hance the ure extraction system, the implementation of robust
techniques as M P, L STA is proposed as validation and comparing for

the actual
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