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computing environment, this paper introduced the particle swarm optimizafi orithm
in cloud computing, a simulated annealing ideas is prop view 0 prefaturity of
the algorithm, on the premise of performance determinati positio e particle is
determined by the probability choice, which helps=tli§, particle t&?ape. In order to
enhance the global searching ability of the parti algo ﬁv ombined with the
chaotic mechanism to improve the accuracy of algorit?& e inertia weight is

adjusted dynamically according to the curreﬁ&ate of ¢h rticle, accordingly, at the
same time to obtain the optimal soluﬁor@ sure the\g vergence. Analysis of the
experimental results show that the im[ﬁg Igorit s a significant improvement in

the ability of optimization and conv, e sp ared with other algorithms, the
benchmark functions comparis néotter, the ent resource task proportion spent
the shortest time and load b@ the,hi@t.
Keywords: cloud corr@'ng; reso‘@\)ad; particle swarm; simulated annealing;
convergence . Q
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Abstract \/’
The resource scheduling imbalance is a multi-objective optimization p%{nyaoud
0

omputing, peer-to-peer computing, and grid computing.
=the system through a variety of deployment to meet the user's
ation hosting, service outsourcing and other requests [1-2]. With
nsion of the scale of the Internet, a series of problems of resource
sharing have beeh produced, the root cause is attributed to the imbalance of resource
allocati %refore, the resource scheduling strategy is a very important link in the
clou ting environment.

A esent, the scheduling strategy is divided into two kinds: static scheduling
t m and dynamic scheduling algorithm. The former is mainly the pre-allocation
streftegy, complete the simple request - distribution process, it is easy to cause the waste of
resources. In the cloud computing environment, Resources have characteristics such as
dynamic, heterogeneous and so on, when starting a large-scale calculation, not only need
to consider the load of the system, but also need the appropriate response time, so the
static resource scheduling is not suitable, it is advisable to adopt the dynamic allocation
method [3-6]. In summary, the cloud computing resource scheduling problem is actually a
multi-objective optimization strategy under certain constraint conditions, the solution
includes genetic algorithm, ant colony algorithm, leapfrog algorithm and particle swarm
algorithm. Compared with other optimization algorithms, particle swarm optimization
algorithm (PSO) has the advantages of simple structure, less parameter settings, no
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gradient information, and it has become the main stream algorithm of the current research
on resource scheduling problem [7-10]. But the particle swarm optimization algorithm is
over dependent on the characteristics of the optimal particle, which leads to the decrease
of the late performance of some particles, which is easy to fall into the local optimum, and
the convergence rate is decreased.

In order to ensure the accuracy and convergence of the particle swarm optimization
algorithm, this paper presents an improved particle swarm optimization algorithm based
on simulated annealing, which is called ISACPSO. The algorithm based on cloud
computing environment resource scheduling analysis, established related resource
scheduling objective function, and introduced the chaos mechanism to enhance the global
search ability of the algorithm; at the same time, the position and velocity of the particles
are updated by the simulated annealing and the adjustment of the inertia weight, in order
to avoid premature phenomenon, and then improve the searching ability of the algorithm,
and ensure the convergence. 0

2. The Cloud Computing Resource Scheduling Problem Desm
The larger scale task in the cloud computing environmen hquld b sed into

several easy to handle and independent of each other sma s each alltask provide
certain information, the system adopt approp tch with the
corresponding resources, all small tasks compl iIs over [11]. At
present, the Map/Reduce proposed by Google | most used programming
model, it divides the whole process into two Map a educe, in this way, a task
includes several Map tasks as well as sevm duce ta the Map implementation
phase, the corresponding tasks are proc nd

the ulated results are mapped to the
Reduce task; in the Reduce impleme phase; a from the Map phase is further

processed and the results are obtaipeg \

In cloud computing environ he vjrt resource allocation framework is defined
as follows: set the overall that is, al load isT, it is divided into several
independent of each othe load, u \QV T represent. These loads need to
run on the appropria rces, % represent the resources, and the resource set is

represented asR K\\ n}

a virtual resource only to support a load operation,

set the set ectlon of physical devices. In this way, the resource
schedullng ‘ em | computmg environment is transformed into the solving
process of atrlx r as all feasible solutions, the set TR matrix can be expressed

(Q th, th, -t
\l TR=| "
@) i tr
m,1 m,n (1)

%the formula, Miis the bearing relationship between the load & and the virtual
{tr|tr[0,1], > tr,, =1}
i=1

resource ", which satisfies

ot TEG.€)

According to the relationship between b and f , S is consumed time of b

performs on % and the corresponding matrix can be expressed as:
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tel,l te1,2 o te1,n
TE<| o
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In the formula, %5 js the time that the | load performs on the ] physical device. Here
set a physical device % to perform the load ti, remove the waiting time for the earliest
start time is Vi , then the total execution time of the load % onthe ©i can be defined as:

S(t;) =w, +TE(t,,e) (3)

For all load {ti'tZ""'tn}, the total execution time can be defined as:

S'(t)= n S(t
0=280) \@
This paper focuses on the study of time, so the load consumption time a V&tlve
function should be satisfied to obtain a minimum value, defined as foIIows
F(t)=minZS(t) @

3. Particle Swarm Optimization Algorlt@

3.1. Basic Particle Swarm Optimization j 9

In the particle swarm algorithm, t of the particles is the iterative
process of the algorithm, and the s nd p% the particle is updated in each
ar

iteration [12-14]. In Q dimen e, th e is initialized to P4 XX} the
position of the | particle can \Aexpress =X X, ‘Q}, the particle velocity is
Vi =i Vizr Vi =120 he tra)tﬂr y of the particle is random, in flight it closely
follows the trajectqr optiwa icle, including the local optimal extreme value

Pb and the globa al e lue Gb . Each iteration of the algorithm investigate
the fitness f alue to he advantages and disadvantages of the current
particle, a to al situation, the speed and position of the particles are
updated. T cons gment and renewal, get the best particle, that is, the optimal
solution. The ba5|c f of the velomty and position of the particle is as follows:

V —aV +ﬂ (XPb qu)+ﬂ (XGb_qu (6)

X —X +V (7)
In th \&lﬂula @ s the inertia weight, which is used to balance the velocity
i in the flight of the particle. B B is the correction factor, €[04 and the
istribution.

3.2. Chaos Mechanism

Chaos phenomenon is widespread in nature, it belongs to the category of nonlinear,
which has the characteristics of ergodicity and regularity, It is sensitive to initial
conditions, can be in a given region in accordance with their own laws to search all the
internal state, and does not repeat [15-16]. In this way, can use the nature of chaos to
optimize search, the search procedure is as follows:
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(1) Define the initial region, set N dimensional initial state the vector

Roz(RopRoz""'RON), the values in Ro are adjacent to each other, and the difference is
very small.

(2) The logistics equation is used to calculate the initial vector Ro , to generate a chaotic

sequence % Cn Here, after several iterations, the system will be completely in a state
of chaos. Vector layer can be expressed as:

Ca1=G (]'_Ci—l))L (8)
In the formula, 4 is an iterative control parameter.
(3)Set the space particle X , use the formula (8) to get a better position of Xi , as
X; =r-md-c; +X;

In the formula, T is the active radius of the particle %i, md €[-11] J<[0.n] \6
The main idea of the particle swarm algorithm based on chaotic mechanlsm i d
in the following aspects: on the one hand, the position and veIOC|ty t es are

initialized by chaos sequence, because of the characteristics of ergod t/hot only
maintains the diversity of the particle, but also enhances arth ab e particle;
Furthermore, the chaotic state can make the particle motjeq's c ntl

Particle chaos initialization: the *i in the form ere 1@/ |n|t|al value, and
re-modify the velocity of particle swarm in the iteratiom. K

V. (t+1)= av () + b @k, (1) x.l(%

b @ 'J(t) (10)

In the formula, 2 is the cons % e random number of normal

distribution N[0T, i, ”] N is the ber of particles, M is the spatial
0

dimension. For"’ (t):
=0
@ o \Q“ |
[0,1]d>v g=1

‘\Q (11)
N \Q 0 F(xy(t- D)> F(x, ()
OQ Q- 11 F (g (1) = (g (t- D)=

6 | = F(x(t- 5)) 12
In the formu moc T /11 A= T0)- T0) | Cijg 4 new chaotic sequence, ' )

|sasat|sf ctory selution, FO5) s the target solutlon.

IS of Inertia Weight

Introduction of chaos mechanism is to improve the accuracy of the algorithm, for
roblem that the particle swarm optimization algorithm is easy to fall into local
optlmum and the convergence rate is slow in late, this paper attempts to amend the inertia
weight to achieve. In the process of particle evolution, each iteration will change its
position and velocity. Among them, the velocity is used to measure the activity of the
particles, and is also the key factor of the convergence of the algorithm, and the size of the
inertia weight will directly affect the renewal of speed. When the inertia weight is larger,
the particle flying speed is faster, and the global search ability is stronger; the inertia
weight is small, the particle in the small range search ability can be reflected, the local
search ability is stronger. Based on this, the inertia weight is modified in the design of
particle swarm optimization algorithm, In the initial stage of the algorithm, the inertia
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weight is larger, so that the particles can fly at a faster speed in the global range, which is
beneficial to the acquisition of Gb: in the latter part of the algorithm, the inertia weight is
smaller, so that the particle can quickly get PP in the local area, so as to enhance the
global convergence of the algorithm. Therefore, the inertia weight is a gradual reduction
process in the iterative algorithm, the paper is set to change with the cosine law, the
related formula is as follows:

0=8,+(6,—6,) cos>F)
25, (13)

In the formula, &~ 6

0<lf- 61 S S js the current iteration number. This setting guarantees that the process
of falling speed is gradual, with the increase of iteration number, the influence of inertia
weight on the speed is reduced, slow change of speed is more conducive to global locale
search process, to ensure the stability of the algorithm.

3.4. Particle Performance Analysis
The introduction of chaos mechanism enhances the searc |I|ty of the
algorithm, but does not improve the local search abll ) enomenon of

particle swarm optimization algorithm still eX|sts t I00|ty is slow in
the later period, some particles appear oscnlatlon omeno algorlthm is easy to
ere,

is the minimum and maximum value of the inertia weight,

fall into local optimum, and can’t get t mal solu if the successive
generations of particles appear oscnlatlon tagnatlo determlne the algorithm
appears premature. This paper plan to de partic eans of variation, that is, to
adjust the flight direction of the par |th nce degradation, to make them
reverse flight and escape from t spac use the load gradient strategy to
accelerate convergence, the m as foII :
V'// (l;b)_
(14)
In the formula, E@e best fitriess value at present, Feo s iits former value.
The velocny ition CQQ formula of the variant particles are as follows:
(XPb qu)+ﬁ (XGb qu (15)
X —X —V (16)

3.5. Simulated@&]g

The idea of Sinulated annealing is derived from the principle of solid annealing, the
solid tem re increases to the highest point, and then gradually cooling, when the

temper f the solid is increased, its internal particles gradually become disordered,
the s are gradually ordered with the decrease of temperature, and the temperature
fe3 the normal temperature, the internal energy is the smallest. In order to improve

Iobal search ability of particles, so they can quickly escape from local optimum
bound to get a better update position, algorithm intends to fusion the idea of simulated
annealing.

According to the Metropolis criterion, the probability of the particle equilibrium in the

temperature T is B(AE/KT) Among them, E is the internal energy of the reference when
the temperature is T, AE is the amount of change, K is the Boltzmann constant. The
change ratio of objective function in particle swarm optimization algorithm is AE | the

control parameters t simulate temperature T, so as to get the optimization algorithm to
solve the problem, the algorithm starts with the initial solution and the control parameter
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t simulated annealing temperature falling process, new solutions in the iteration produce
continuously, the t value is smaller, the objective function value is constantly changing,
accept or discard the current solution, until the end of the algorithm to obtain the optimal
solution.

The idea of simulated annealing simulate the particle iterative optimization process as
particle annealing process, the particle position update is determined by the probability
choice, that is, the particle follows the optimal particle to arrive at a new position,
compared to the fitness value, if the fitness value is better than the previous position, then

move; otherwise, move according to the annealing probability e(AE/KT) This location
update is controllable, and it can effectively avoid the premature.

4. The Cloud Computing Resource Scheduling Strategy Based on
Improved Particle Swarm Optimization

4.1. Coding Strategy ?‘

Based on the characteristics of cloud computing resource s hedulln | intends
to use decimal encoding rules, The particle encodi ethod expresse

as{rl’r""ri""rk}, the code length is determined b n
the K resources. This is a kind of coding rule rres w he resources and
tasks, namely a sub task corresponds to a resource=*The spe p%ﬂc allocation method is

shown in the following table: Q N
: N

3 of s, where

Table 1. C trate able
Task code Sub urce library number
1 ) . %3
2 \EX]‘ ) 231
3 8 \(\\ 421
4

9101 342
>
\ab t %Among them, 1, 2, 3, 4 task were divided into 2, 3,
O

ingwresources are respectively {1 3}, {231}, {421}, {34
@esare{13231421342}.

the algorithm, the position of the next generation particles is
determined by alue of the fitness function. Cloud computing scheduling strategies
need to c&%r two factors: time and cost. This paper focuses on the completion time of
the task@ s, the higher the fitness value, the better the performance of the particle, the
grea possibility of the optimal solution, the corresponding fitness function is as
4@' Q\\V
v f)=———
min > S(t)
i=1 (17)
The following is the algorithm step:
Stepl: Determine the scheduling objective function and the corresponding parameters
of the task in cloud computing environment;
Step2: Initialize the particle swarm, determine the size of the population and the
maximum number of iterations, determine the cluster center vector for each particle
within the specified range of the data vector , and set the initial local and global optimal,
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Step3: According to the fitness function calculate the fitness value, select the best
position to initialize the particle;

Step4: The current state of the particle is determined by iteration, the reference formula
(5), (6), and the velocity and position of the particles are updated by the simulated
annealing;

Step5: Iteration number plus 1, produce a new generation of particles;

Step6: Contrast to the termination conditions of algorithm to determine whether the
conditions are met, if not meet return to step 4.

5. Experimental Analysis

The performance of the algorithm is analyzed by using the CloudSim platform,
including the comparison of different task completion time, resource balance degree and
convergence. .

Three particle swarm optimization algorithms are used in the experiment ta\@m
particle swarm optimization algorithm, PSO; particle swarm optimization %os,
CPSO; improved particle swarm algorithm is proposed in this paper, ISA@ Setting
the population size is 20, the inertia weight is 2, the maximuE nymber of i i0n is 400.

Three group task scheduling test were compared, include: ired with 10
resource device nodes; (2) 200-2000 tasks paired wi QQQ& ufce deyi des; (3) Fixed
3000 tasks paired with 30 resource device node ompafi sults of the three

algorithms are shown below.
> 42

—o— o]
P2 ISACPSO)

0 20 40 60 80 100
O 2 Number of tasks

6) Less Task Completion Time Ratio

—=—PSO

50 - —e— CPSO
—&— |ISACPSO|
404

w
S
!

completion time(s)

6)O
|

—

0

T T T T T T T T )
200 400 600 800 1000 1200 1400 1600 1800 2000
Number of tasks

(b) More Task Completion Time Ratio
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—a—PSO
—e— CPSO
704 —4A— ISACPSO|

completion time(s)

T T T T T )
0 5 10 15 20 25 30
Number of tasks

(c) Completion Time Compared with Fixed Number of Nodes

*
Figure 1. Matching Contrast of Task and Node \/
According to the analysis of Figure 1, in the three group task schedulingf ( (b) is
a dynamic allocation, (c) is a static allocation, among them ep the , such as

consuming is relatively short, with the increase of er of tasks, the completion

time of the algorithm is increased accordingly, ho m d of ISACPSO is

the shortest. When the number of tasks reaches 16601{ the per ce of the improved

algorithm is more obvious. The number of ta@gnd respu%in figure (c) are fixed, in
h

the comparison of the three algorithms, e resou f initial stage is less, the
ISACPSO uses the least time, with crease the number of resources, the
a

phenomenon of seize the resources ¢ allevi \I ks to its global search and local
gorithmiy | maintained advantage.
ra

graph (a), the performance of the three algorithms is n differéqt, and the time-
e‘n;%n
eti

escape ability to improve, the imp
In order to investigate the re§o utilizagi io of the algorithm, the resource load
balancing index is used to ze, the is close to 1, the higher the resources

utilization ratio. The following figure Q'@e ult of the comparison:

* ——PSO
—— CPSO
Q X —— ISACPSO

T T T T T d
0 5 10 15 20 25 30
@ number of nodes

Figure 2. Comparison of Resource Balance Degree

From the comparison and analysis of the graph can know that the improved algorithm
is better in resource load utilization ratio, the lowest is 0.84, the maximum is 0.93, and the
curve is more smooth, in contrast, the degree of balance is hovering between 0.55-0.75 in
the other two algorithm, which shows that the improved algorithm to perform task is more
smooth.

In terms of convergence, 2 benchmark functions are used to analyze the three
algorithms, and the test is random, the number is 100, take mean value.
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—=— PSO
15 —e— CPSO
—A— ISACPSOQ|

Fitness value

T T T )
0 100 200 300 400
Number of iterations

Schwefel

(a) Comparison of Convergence V
—s— PSO
—e— CPSO 0;
134 —&— ISACPSQ| %

Fitness value

100| 200 3 400

A
@ berofiterg\
(b) Cq% n of RO@“’CK Convergence
Figure 3. Compa@n of th@s@rgence of Benchmark Functions

From the analysi
functions correspon

?lgure 3, the convergence performance of the two benchmark
O oved algorithm performed well, especially the

middle and late stage. The main reason is that the
chaotic mechanism, the global search ability is improved,
ce of the particles by the variation and the simulated
annealing process, § e particle speed is guaranteed, effective escape from the local

optimal constrai efore, the performance of the algorithm is improved in the later
period, and the«€ohvergence is guaranteed.

6. Co n

T urce scheduling is completed in the cloud computing environment, in view of
ditional particle swarm optimization algorithm is prone to premature phenomena,
angsAo optimize it in this paper. The global searching ability of the algorithm is improved
by the chaos mechanism, and the inertia weight of impact velocity is adjusted
dynamically, which ensures the convergence speed; for the position and velocity of the
particle, using simulated annealing to determine and update the position of particle, the
poor performance particles were treated by variation. In this way, it can effectively
improve the speed and accuracy of the algorithm.
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