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Abstract

Gesture recognition is an important and challenging task in the field of .
vision. Starting from the 3D shape of coding gestures, it puts forward a ne of
gesture recognition framework based on depth image. It extracts the space ristics
of a variety of 3D point cloud based on Kinect, including Yocal pri ponents
analysis on point cloud to get the histogram of main onent, nt direction
histogram based on local depth difference and depth_di&t ion hi gr of local point
cloud. Principal component histogram and grh ireci gram effectively
coding the local shape of gestures, depth dlstrlbu oY |stogra pensates the loss of

the shaping descriptor information. Throu reliminary=training of random forest
classifier to filter the characteristics, &araoteﬁ{{é with less influence on
classification results are removed, thus I% putatignal costs are reduced. The filtered
characteristics are used for training om f @sifier again to classify gestures.
Experiment is carried on two larg e gestur% ets, for more difficult ASL dataset,
the proposed method has imp e rgco%itio rate of 3.6% then the best previous

characteristics; C stics fi

Q

1. Introd@

Gesture natur tuitive way of human communication, with the popularity
of computing techn esture recognition based on computer vision has become an
important researcg ct in the field of human-computer interaction. On the other hand,

algorithm \
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te

the commerci tdre recognition system, such as Leap Motion [1] etc. has become the
traditiona alternative way of human-computer interaction in recent years. However,
the devel t of this field is very rapid, but gesture recognition is still a very difficult
proble IS is caused by the inherent flexibility and complexity of gesture itself. In
rece ars, with the emerging depth sensor such as Kinect [2], gesture recognition task
@ ome more and more convenient. First, due to the depth image is not sensitive to
I condition, gesture segmentation method based on depth threshold [3] is more simple
and has more robustness than traditional gesture segmentation based on skin color;
second, compared with the traditional color image the depth image provides additional
distance information, which converts the gesture recognition from 2D image recognition
problem into a 3D object recognition problem. Third, the depth image does not contain
the information of color and material of the object, thus it expresses the geometric shape
of the object more purely, so it is more convenient for the researchers to extract the
characteristic based on shape.
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2. Multiple Spatial Characteristics

2.1. Gestures Character Description

A given depth image containing gestures d = I(x,y), where x and y is the position
coordinates of the pixels in the image, d is the corresponding depth, with the range from 0
to 255, all depth values equal to 255 pixels are regarded as the background pixels.This
image has been made standardization on the center of the gesture and the main direction
of gesture, and only contains the extracted gesture part after gesture
segmentation.Preprocessing part will be introduced in Section 5 experiment.

Set the size of the image as A~ NV, and evenly divided into 7, image blocks of al,

and n, =n,’ n,. n,and n, denote the number of image block at x direction and y
direction respectively. Set ax =M /n, . ay=N/n,  so the size of each image block

is AX Ay. This paper extracts three different characteristics based on spatial inforw,’
finally put all the characteristics of the image blocks combined into a long vecto e
characteristics of the whole image, as shown in Figure 1.
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FigureQ) Char\@ristic Description
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2.2. Principal Corrlp istogr r?l\'
Principal com isto first put forward by Hossein et al., used for gesture
oés describ ee-dimensional shape of gestures, first convert depth
I

recognition. I
image into oud.jn space.For convenience, set z=255-d.So 3D point cloud Q
composed bywalf foregr xels of this depth image can be represented as:
2 ={(x,y.2)|z = 0} D
For any poin in this point cloud, we define its local space as 11,,, and satisfies

\ 02, =gl llg—pll =7} @)
WheQ nd qtransﬁ}rmtt}(x, V. iz), 4 converted to the proportion of conversion
erS of depth and plane coordinate, » is the distance parameter, they need to be
Jg€d in the experiment.
ints inf2, has certain descriptive power on gestures surrounding, so it conducts
principal component analysis on 12,
Set n,, as the number of points in £2,, then covariance matrix C of point in 12, can be
expressed as

c =izqmp{q—#}{q—#}r )
where

= li Zqu’."p q )

fip
Make characteristic decomposition on ¢, then we have
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CV =EV (%)
E is the diagonal matrix, includes three characteristic values *;=%.,=4;. V contains
characteristic vectors [v; v, v;] of three characteristic values. v; indicates the direction of
the maximum variance, v; indicates the normal vector of the surface of 3D point cloud.
They contain the local shape information of 3D point cloud. In order to carries on the
guantification and coding on it, this paper defined two projection methods, so as to avoid
180° ambiguity existed in characteristic vector, we regulate the component of
characteristic vector on z axis must be nonnegative, otherwise each dimension will be
inverted before projection:

2.3. Depth Distribution Histogram

Principal component histogram and gradient direction histogram are shape descriptor,
for they do not have robustness on depth value changes of the same shape, and for the,
image block 4l, its depth value distribution also contains local information of t M
Depth distribution histogram solved the problem that shape descriptor is se :%
depth changes, and added the depth distribution information of gestures

Select minimum depth of all foreground pixels d, d ma th Ay
And g —g_. isdivided evenly into p . segments, ar@g ea entis

Ad = (dpae — d, (6)
For all foreground pixels in image block al, w rmlne I Ment num according
to its depth value, and construct depth distrlbuQ\hlstogra based on this.

(")

g -|
H;(num) = &Ea i (8)
I

Finally, the characteristic of de% tnbutlo am of the whole image is

%]ER“‘"E 9

3. Kinect Data Gest Recog \QSteps

3.1. Data Acqwst\Q

After extraefion ‘of varl ch characteristics, this paper fuses them into a long
vector as glig @ haracte of the whole image. Due to characteristics included HOPC
and HOG dérfse operan lead to character dimension too high, and "dimension
disaster" caused e e computational cost, so it needs dimension reduction by
characteristics filfeNgy” This paper adopts the method of preliminary training of random
forest to mea the importance of characteristics, so as to select a discriminant
characteri%_(

Beca he large noise in Kinect depth data, hands can be positioned as the most
relia ks in such 3D gesture model, based on 2D+3D algorithm [10], it can detect

ms of 3D gesture under different expressions and gestures. However, in this case,
%3 data is high resolution, this paper assumes that the tip position has been detected
approximately. Because the fingertip only need face clipping and rough alignment,
therefore, as long as the detected point is closed enough to the real position, system can
work normally.

3.2. Model Building

Given the tip of the finger position, 3 D gesture cutting can be done easily, this
algorithm using a sphere with a radius of 8 cm to cut gestures, first of all to finger point
cloud into the origin, then remove those points away from the origin more than 8 cm, thus
can get only face 6 D point cloud surface area.
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Iterative closest point (ICP) algorithm is based on a precise alignment technique, and
its computational cost is very large, because different objects have different face shapes,
reference gesture model must be the reliable expression of general 3D gesture, and can
not be constructed with high noise level of the Kinect 3D data. The proposed algorithm,
therefore, through alignment scanning, and resampling on uniform grid, then take their
average to build reference gestures, the reference gesture shall be 64 points between the
center of two eyes, and points on the ligature from lips center to the eyes are also 64, the
complete gestures have 128 128 points, reference gesture model used in the experiment
as shown in Figure 2, all gestures including training data and query gestures use six ICP
iteration to get the reference gesture.

K

=y - a
Figure 2. Reference Ges @

After gesture correction, through X value of 1ginal Wd replaced with
opposite (-X) to create a mirror point cloud. Ho , hot aI or points are useful,
because the purpose of this study was to fi mlssm a. In ideal condition, the

positive gestures don't need to add points, Il points§$ d be reflected in a profile
view. For this, each mirror point, this clidean distance of the nearest

Iculatg
point at the origin cloud (XY valu & ce is less than threshold 9, so
mirror points are removedn& onIy whe re is no neighborhood points on a

s
9

location to add mirror poi hall.n at, do not use Z when calculating the
distance, because the differencedof Z y caused by palm symmetry instead of
missing data. Then to me@he rest rror points and origin cloud.

3.3. Smoothing \\Q

Thresho b e sp lution based on sensor or point cloud itself, this value
e med

can be us ng on the initial sample density, too high S value will
produce a noise S whlle too low value is useless for symmetrical filling.

Experiment has s at different O value taken from 1 to 5 mm had less influence on

performance, = 2mm a good balance can be achieved.

Resamplifg has three main objectives: (1) it can remove the noise surface generated by
Kinect smoothly, and symmetric filling; (2) it may fill loopholes still existed after
sym illing; (3) it reduces the influence of gesture alignment error on 2D grid

ICP registration. For this purpose, the algorithm will fit smooth surface to point
% (XY2Z), the algorithm will use similar instead of interpolation to fit curved surface
to point, using a smoothing factor (or fitting) to perform curved surface fitting, surface
sudden bending is not allowed, so as to alleviate the influences of noise and outliers. For
every gesture, 128> 128 points were uniform resampling, from the minimum X and Y to
the maximum X and Y, the advantage of resampling from the minimum to the maximum
is that, it can align the faces on 2D grid. There is no smooth texture, because it's not noisy,
smooth will only make it become blurred. After resampling, X and Y grid will be
discarded, and depth and four 128 128 matrixes can be obtained, in order for further
processing, they continue to the next sampling as 32 % 32 size.
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4. Experiment

4.1. Data Set

This paper carried on experiments on two gesture data sets of NTU data set [10] and
ASL dataset [13].Two data sets were collected from the depth gesture image of Microsoft
Kinect, ASL dataset contained color gesture image, but this paper didn’t use it.

NTU data set contained 1000 images, including 10 different types of gestures (from 0
to 9).Image acquisition from 10 individuals, that was, collected 10 images of each gesture
on each person.The original image contained person and background, through gestures
segmentation, gestures contained in the data set as shown in Figure 3.

Figure 3. NTU H: igits tagt [10]

ASL data set contained 60000 ple% d|V|d$®lure images, contained 24 letters of
American sign language (ASL to z, remoVe two dynamic hand gestures of j and
z), collected from five pe@% paretl\; NTU data set, the difference between
gestures in this data set was smadller, -class difference was bigger, which made
the classification more di@lt. The g@of the data set as shown in Figure 3.

&urrent algorithm, this paper adopted the same cross
é [12] and [13], namely, independence between objects and
jects. For the samples collected from N individuals,
ects indicated that, with N - 1 individuals as the training sample
set, 1 individua st set, repeated for N times to make the training set and test set
covering all sittigtigns, and then take the average accuracy; co-dependent between objects
indicated«that, all'N individuals randomly and evenly divided into two parts, one part as
the trair'@ t, the other part as the test set. Also take average accuracy after repeated N

independence betw

ntation, image scale standardization, the main direction standardization of gestures.

his paper adopted the method of limited depth threshold for gesture segmentation: hands
were regarded as the object most close to the depth camera, and selected a certain depth
range of pixels as point cloud of gestures, and mapped the depth value to 0 to 255 of gray
space, to generate gesture image. For NTU data set, we also made more accurate gesture
segmentation by calculating the palm range. Due to the image size was differ, the
standardization of image size was required, after experiment, we selected the best image
size to be pixels of 120 height, pixels of 100 width. The standardization of main direction
of gestures can reduce inner class difference caused by the in-plane rotation, this paper set

time
@pﬁe original depth image, the required preprocessing steps, including gesture
T
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the direction of the principal component of foreground pixels found by PCA as the main
direction of gestures, and rotating the image make the y axis as the main direction.

In the experiment,the size of the selected image block was10 x 10, so the number of
the image blocks was 120.For principal component histogram, positive icosahedron
projection had 7200D, three plane projection had 6480D.Gradient direction histogram had
960D, depth distribution histogram had 1200D.

After the characteristics filtering, we selected 2000 characteristics with high
importance.

4.3. Experimental Results

Through systematic contrast experiments, the recognition rate of proposed method and
the current gesture recognition algorithm on the two data sets as shown in Table 1 and
Table 2. As can be seen from the table that, on the two data sets, the proposed method has0
obtained better recognition rate than that of current method.

Table 1. Recognition Rate of Each Method Used on NTU Data
method _independent between objects co-depehdent betgegn Objects
Ren[10] 0.939 @1 I%AV

HOG 0.931 0.9
H3DF[12] 0.955 O M

Our method 1 0.972 . 6 .994
Our method 2 0.963, N~ 0.992
\ 4

The proposed method 1 indicates @\e ico %’projection, the proposed method
2 refers to the three-plane pro'ec@.{ n additi experiments of two data sets, the
recognition rate of two projectlﬁn hods imilar, the effect of positive icosahedron

projection is better than that ee-plan tion.

Table 2. Rec@n Ratg o) ch Method Used on ASL Data Set
3
method \\ inde ﬂetween objects co-dependent between objects

Ren method\* N/A N/A
Bowd@t od @ 0.480 N/A
6 0.634 0.970

H3DF metho 0.713 0.979
This metho 0.757 0.977
This metho 2 0.759 0.972

This 4@ regarded the gestures as a 3D object to extract characteristics, without
@n on the particular perspective and gestures, so there would not appear the

on of some gesture not supported. Method most close to the proposed method was
which also encoded the normal vector of 3D object surface.
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Figure 4. Finger Spelling Dataset [13] @Q
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Table 3. Recognition Rate of Posture and@n’e Ch 0)
dissymmetry (O \ymhmety |
gesture D T  fusion[ P* Musion
positive 100 100 100 ‘=100 100
rotate £30° 49.5 98.1 . 883 99.4

rotate +60°  14.9  80.4+ (551 87, o\ 97 4 98.2
rotate +00° 1.0 39%\ a4\ @p 37 846
Tilt £60°  77.2 3 906\8l6 8.1 9238

average 46.2\ @ ;Z 0 8.4 950 963

This paper effectively expressed hape through local principal components
analysis, and integrat characteristies of more identifying information, thus the
classification acc m@s improyed, Table 3 provided the confusion matrix on ASL data
set, data from Figuie %, it ref percentage relationship of real category of sample
and predicted.Catedery. It can be“seen from the figure that, even though the proposed

method i @ the rec ion rate, but for some gestures with similar appearance,
such as the lettér M an nd Q gestures, recognition error rate was still high.

characteristies=Kinect sensor data.The principal component histogram and gradient
directiof Ristogram described the shape of gestures in different scales, and depth
d%éﬂ@ histogram embodied the depth distribution of gestures.On this basis, this

5 Conclusm@
This papEr preposed a new gesture recognition method based on multiple spatial

Iculated characteristics importance through the preliminary training of random

s and filtered characteristics.Experiment was carried on two large-scale gesture data

sets, the results showed that, compared with the present popular gesture recognition

algorithm, the proposed method can effectively improve the recognition effect. We will

give consideration on how to extract characteristics of more discriminant information or

using convolution neural network method to learn characteristics of gestures image

automatically, so as to improve the recognition rate, and expand the existing method to
dynamic gesture recognition based on depth video issues in the future.
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