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Abstract \/’

Visual sentiment analysis which aims to understand the emotion and in
hybrid
feature

learning architecture called convolutional autoencoder.
set of unlabeled patches from the image dataset an r us tures of these
patches with sparse autoencoders. Then we use a etwork (CNN) to
obtain feature activations on full images for sen t conce ssmcatlon We also
fine-tune the network with a progressive strat order t%r out noisy samples in the
weakly labeled training data. Meanwhijle se low- IN isual features to classify
visual sentiment concepts in a traditio ner, t the classification results with
unsupervised feature learning and t ith tradi eatures are taken into account

together with a fusion algorithm ake a fi diction. Extensive experiments on
benchmark datasets reveal that pos roach can achieve better performance in

visual sentiment analysis co d to its ssors.
Keywords: V|sual ning; unsupervised feature learning; sparse

autoencoder; con nal neura}.&werk
1. Introd
With the deve&a of social media, online visual content such as images and
rwh

videos is becoming elmingly dominant media type on the web [1]. Sentiment
analysis which concentrates on textual content [2] before has been gradually
extended to vi content. As the famous saying goes, a picture is worth one thousand
words. Visyal ®ontent which depicts strong sentiment offers rich complementary
informat%m influences the audience more effectively [3, 4]. As a study to understand
the rich@o ion and sentiment in visual content, visual sentiment analysis will greatly

E@ ehavior science and enable broad applications in many areas such as market
e

approach for visual sentiment concept classn‘lcatlon v%an un
v

on and brand monitoring [1, 4].

n though content-based image classification which models generic visual concept
has been widely studied in computer vision, limited efforts have been conducted to visual
content sentiment analysis. Most existing publications on social media sentiment analysis
adopt a conventional approach to establish a mapping of low-level features to affects
directly [5-6]. This does not work very well because there is a big “affective gap”
between the low-level features and the emotional content in images and videos [1]. And
modeling visual sentiment like “amazing” and “shy” is still difficult as this kind of
information is abstract and subjective [4].

To our knowledge, one of the most prominent researches in this field is made by a team
of Columbia University. They have constructed a large-scale Visual Sentiment Ontology
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(VSO) which consists of more than 1,200 Adjective Noun Pairs (ANP) based on
psychological theories [1]. Each ANP is made of an emotion-related adjective and a noun
corresponding to specific objects or scenes that have a feasibility of automatic detection
[3]. What’s more, they presented a visual concept detector library to detect the presence
of 1,200 ANPs in visual content, called SentiBank, which establishes a novel mid-level
features to bridge the affective gap [1]. This research opens a new way to visual sentiment
analysis because it has partly solved the problem of affective gap.

In this era of big data, deep learning framework has been successfully applied to
computer vision and produces the state-of-the-art performance on various tasks such as
digit recognition [7-8] and image classification [9-10]. Coincidentally, there are about one
million images in the dataset collected in [1] for visual sentiment analysis. This provides
enough data for the training of deep learning algorithms and makes it feasible to analyze
visual sentiment using deep learning algorithms. Recently, Chen et al. [4] and You et al.
[11] have applied deep convolutional neural networks (CNNs) to visual sentiments
analysis and achieved better performance. However, they trained Ia p
convolutional neural networks in a supervised way and the classmcatl is not
satisfying when the corresponding data of an ANP is |nsuff|C|ent Insplr recent
success of deep learning in visual sentiment analysis, we ar emsted S|b|I|ty of
classifying visual sentiment concepts with unsupervised<lgagni g a ori WhICh have

been successfully used to extract generally usef aturés from content These
automatically learned features are different fro @ icial f w ike SIFT and are
particularly suitable for applications with limited Tabel mforrt&o such as pedestrian
detection [12]. @

In this paper, we propose a visual senti concept clegSification framework with a
convolutional autoencoder to disco ful es of the input data in an
unsupervised way. Since the labels %arge— set in [1] are machine generated,

the training image data is wea d and rat isy. Thus, we attempt to leverage a
progressive training strate furthe e-tune the neural network. Finally, we

employ a late fusion algonth classi aI sentiment concepts by combining the
classification result on t amewor at with traditional methods. Our evaluation
results suggest that ategy ctlve for improving the ANP classification
performance. %

In the rest of x\)er we t by discussing related work in Section 2 and move

on to descpifie rchite the proposed framework in Section 3. Then we will
describe u m vised fa Iearnlng and the details of our approach in Section 4. We
then present our exp nedts and the results in Section 5. Finally, we will conclude this
paper and discuss fu@work in Section 6.

rchers have achieved much promising progress in text-based sentiment
13]. However, people are more likely to express emotions with visual content
h\as)images and videos in the context of social media. There are huge amounts of
@ data available in the modern network. This adds additional challenges to sentiment
andlysis.

Sentiment analysis based on visual content has been much less studied compared with
textual content. Still, there are also several recent works on sentiment analysis based on
images and videos. Siersdorfer et al. [14] applied machine learning techniques to predict
the sentiment of images using the bag-of-visual words representation and the color
distribution of images. Considering the difficulty of mapping low-level visual features to
sentiment, Borth et al. [1, 3] and Yuan et al. [15] employed attributes or entities as mid-
level features to analyze visual sentiment. As mentioned in Section 1, Borth et al. [1, 3]
designed a large-scale visual sentiment ontology based on Adjective-Noun Pairs
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corresponding to different emotions. They crawled images from Flickr using these ANPs
and trained 1200 ANP detectors with low-level features of images in each ANP. Then
they used the responses of these classifiers as mid-level features to predict sentiment in
visual content. This version of classifiers of the ANPs is denoted as SentiBank 1.1[4].
Similarly, Yuan et al. [15] employed 102 scene attributes as mid-level features. Chen et
al. [16] further improved the model in [1] in an object-based manner by decomposing the
problem into object localization and sentiment concept modeling. This version of
SentiBank with object-based localization is called SentiBank 1.5R [4].

Recently, researchers have started to apply deep learning algorithms to this challenging
task. Chen et al. [4] proposed a visual sentiment concept classification method based on
the deep CNNs which show great performance improvement on image classification.
Both annotation accuracy and retrieval performance of the newly trained model
SentiBank 2.0 are significantly improved compared to its predecessors. You et al. [11]
also proposed a suitable CNN framework for visual sentiment analysis and ad ted a»
progressive strategy to fine-tune the network.

To our knowledge, there have not been any attempts to apply unsupe ature
learning algorithms such as sparse autoencoders to V|sua sentiment an I wever,
some researchers have successfully introduced unsuper feature mto other
areas such as satellite imagery classification [17, 18] uccesses, we

intend to study the feasibility of unsupervised arning ithms in visual
sentiment analysis. \/

3. Overall Architecture

Here we describe the overall arch’lﬁ@ of t §osed framework for visual
sentiment concept (ANP) classifigati As |n Figure 1, we present a
parallel scheme to train an ANP ctor usirg\ artificial low-level features and
features with unsupervised learhi 0 a\‘oi verfitting, we don’t adopt the early fusion
method to merge and nor e these inds of features into a single vector.

Instead, we use a late fusiep algorith ieve a final result by the fusion of the two
detector scores after thei ective cl ication.

Low-level
feature

Feature
activation

=y CTUTS ™

: I .. ' Unsupervised :ﬂ'.:='.=
e | ™ ﬁ__ |::> mar- E
— [Tl k

Patch sampling  gg= Iy & feature learning MK

Patches Feature extractor

Qigure 1. Overall Architecture of the Hybrid Framework for ANP
Classification

For classification with artificial features, we directly use the detector library
(SentiBank 1.1) released in [1]. The visual features they used include Color Histogram in
RGB color space, GIST descriptor, Local Binary Pattern (LBP) descriptor, a Bag-of-
Words quantized descriptor and a 2000 dimensional attribute useful for characterizing
abstract ANPs. Linear SVMs are employed to train these ANP detectors to ensure high
efficiency.

The classification framework with unsupervised feature learning consists of four parts:
patch sampling, unsupervised feature learning, feature extraction and classification. First,
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image patches with size of nxn are sampled randomly from the image dataset of each
ANP. Each nxn patch has three channels(R, G and B) and can be combined into one long

vectorin R" of the intensity values, where N=nxnx3. The data set is then fed to a sparse
autoencoder to learn K feature extractors with unsupervised learning. These automatically
learned feature extractors are different from the manually designed feature extractors
mentioned above. Then we can use these feature extractors to learn feature activations
from the training and test images with convolution and pooling operation. Finally, we also
employ a Linear SVM to predict the presence of an ANP. In the training process, we fine-
tune the model with a progressive strategy to reduce the impact of the noisy training data.
The process of unsupervised feature learning will be described in detail in the next
section.

In the output layer, we have two detector scores using different approaches. Here we
propose a simple fusion algorithm to choose the detector score which is less close to 0. 5

seS={s,s

as the final result. Let 2} be the cIaSS|f|cat|on scores of an ANP i e

two approaches, the result with a larger value of | 0.5 |s selected.

4. Unsupervised Feature Learning and Prog @%Fme

In this section, we will describe the detaj the toencoder based
unsupervised feature learning algorithm and t greSS| tunmg in training

process. An unsupervised feature learning thm can | tures from the image
patches sampled from the unlabeled data a@ver th es of a whole image with

convolution and pooling.

4.1. Sparse Autoencoder s&

As an unsupervised Iearmqg§ |thm over useful structures of the input data,
an autoencoder is a symmetrlc ork whose target values are equal to the

inputs [19, 20]. In an% oder, an i vector X" € R" is fed to the network and the

outputs of the hiddé are as
(I)) = f (\N x® +b1) (1)

where X@e i-th t sample W, is the weight matrix , by is the bias vector and

FO;j is the actlvatlo on. Here we will choose the sigmoid function as the activation
function:

(2) = 1

\% 1+exp(-2z) @
In m@u y, we have rescaled the pixel values from the range [0, 255] to [0, 1] by
Lvi e data by 255.Thus we also need to constrain the outputs to be in the range [0,
he sigmoid function as follows:

RO = £ (29)=f W,"a® +b,)

3)

i
where %" is the i-th reconstructed output value, W, is the decoding weight matrix and

b, is the decoding bias.

Like other neural networks, a sparse autoencoder learns feature extractors in the dataset
by minimizing the cost function. The cost function we adopted here includes three parts:
an error term, a regularization term (weight decay term) and a sparsity penalty term
[18,20-23]. The total cost function is expressed as follows:
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LSOO g0 | A IR
| b [ .

where m is the number of training data, Ais the weight decay parameter, B is the
weight of the sparsity penalty term, Pis the sparsity parameter, p I'is the average
activation of the j-th hidden unit, K is the number of features in the hidden layer and
KLO) is the Kullback-Leibler (KL) divergence.

The sparsity penalty term is used to force Py to be approximately equal to © which is

a small value close to zero. The KL-divergence [24] which is a standard function
measuring the difference of two distributions is given by

KL(p|,)=plog£-+(1~ p)log ——2

P = \é)
We use the back propagation algorithm [18, 25] to train the model by m g J(W
b) as a function of W and b. And we adopt the limited royden -Flet oldfarb—
Shanno(L-BFGS) [26] algorithm to carry out the m|n|m| rocess be a vector

of the average activation of each hidden uni b, and

described as follows:
AW, = (3 —x® (6)
AW, =W (R - x)- f't@a _L L ISP @00 )
AT

Ab & ) ©®)

Ab =W, - (Qx )\fé\cﬁﬂ( 24 "» f'(z") )

4.2. Feature Extr ﬂa
To learn feat Iarg ges, we can use a convolutional network to reduce
the compu cost witheyt training on full images. The architecture of the framework
for feature ction i icted in Figure 2. It is a network with convolutional and
pooling layers to ext tures from large-size images in training and test dataset with
the features learned frgir small patches by sparse autoencoders.
| Feature maps Pooled feature maps Classifier features
— —]— 5
N\ l _ I:E —_ |- \  Kchannels K channels
v \ —_——
O ‘IKK:_ T~ — K*p*p features
l _L -0
I he)
N. \N— \I _l_|__:_'_ _ _!_ OO
— \ - : : ' AN | O
G v - >\ 1 I B I —————— O
i _\ - ’llp——r
/ —xnt1—
. ——=F /
v - - /
. F /
/
—N-n+1—
N
| Convolutional layer | Pooling layer | Full connection |

Figure 2. The Architecture of the Framework for Feature Extraction
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4.2.1. Convolutional Layer

Having learned features over nxn patches, we convolve them with a larger image to
obtain different feature activations at each location on the whole image. For
computational efficiency, we perform a 2D convolution in each color channel separately
without combining the intensities of three color channels into one vector. And the
calculated values of every color channel should be summed up after separate convolution.
Concretely, given an image of NxN pixels with three color channels and K feature
extractors learned from nxn patches by sparse autoencoders, we can obtain a (N-n+1)x(N-
n+1) array of convolved features with K channels.

4.2.2. Pooling Layer

A Pooling layer in a convolutional network combines the outputs of neuron clusters in
the previous layer to reduce the resolution of feature maps and achieve spatial invatiances
[9, 10, 27]. After pooling operation, computational cost is reduced and over-fitti M

R.
avoided. Thus a pooling operation aggregates the feature activations withi on

to generate a pooled feature 3 as follows: @
S; = pool \/ (10)
where % is a feature activation with the index oQa reglow I denotes a pooling

region j. The pooling region can overlap each?; in vawlgzes [27].
Though several pooling methods hav propos@* verage pooling and max

pooling are still the most common me : thi\ we use a max-pooling strategy

without overlapping. s\\
4.3. Progressive Fine-Tum%

As mentioned in Section 1 e dataset for visual sentiment analysis in [1]
are automatically crawle m soua@la' and flickr tags are used directly as pseudo
labels of ANPs [1].T t mcu eithér false positive, i.e. a sample is labeled with an

%false negative, i.e. a sample is not labeled by an

Mechanical Turk (AMT) experiment conducted by

at false positive is not a big problem. But solving the false
it needs to label all the samples for all ANPs. Though they
ility of false negative by randomly sampling positive samples
gative set for each ANP, this problem persists because there are

of other ANPs as
similar ANPs ifferent names such as “magical forest” and “amazing trees”. So
our main wirk iSMo reduce the impact of false negative.

tried to minimize th

The ne etwork may get stuck at a bad local optimum in the training process
Q) he noise in the training set. To reduce the effect of noisy training images, You
w proposed a progressive method to fine-tune the CNN for visual sentiment by
8iITig a subset of the training images progressively. Inspired by their work, we employ

sifategy to fine-tune the convolutional autoencoder we proposed. Figure 3 shows the
overall flow of the progressive fine-tuning.

124 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.10 (2016)

5)Update
1) Input 2) Training 3) 4) Sampling

Training Convolutional Original Validate Sampled

instances autoencoder Model instances
Fine—tuned

Negative 6) Fine-tuning model

training

instances

Figure 3. Overall Flow of the Progressive Fine-Tuning Strategy

We first train the convolutional autoencoder with noisy training images of eac ANP
Then we use the trained model to validate the training images themselves and._fil
training set by removing the negative samples with high detector scores. In the
process, we update the negative training subset of an ANP with a functio (
probabilistic sampling algorithm aiming to remove the neggtive inst ing high
detector scores with high probability. Concretely, let s b ﬂ%etecto reoof an image
in the negative subset of an ANP, we choose to re ing Mstance with a

probability of p given by Equation 7. \/
X 1
0 = max(0, p( )

When the detector score of one negati @lnmg i is smaller than 0.5, we will

keep this negative training sample |n inin herW|se the larger the detector
score becomes, the larger the pro fthlS{%é being excluded from the training
subset. é

modé

Next, we further fine-t g these sampled instances which are
potentially cleaner than before naII ose the fine-tuned model as the final model

for visual sentiment anal

<
5. Experimer@ \Q
We firs etectopssfor each ANP based on the hybrid model we proposed and
evaluated the Jiew cl ion model by both annotation accuracy and retrieval

performance. Furth » we used the proposed model to predict sentiment on a

benchmark and coq its performance with conventional methods.
5.1.ANP D te&l’raining

Totr \EW ANP detectors with our framework, we used the Flickr images released in

[1] and The database consists of a set of Flickr images with Creative Common (CC)

% organized by 1553 ANPs to train and test 1200 ANP detectors in SentiBank. To
C

ly utilize the results obtained in [1] with a fusion algorithm, we selected the images
offesponding to the same 1200 ANPs chose in [1] to train our model. For testing we
selected 20 images from the subset of each ANP randomly. For training we sampled the
remaining positive images of each ANP and twice as many negative images by randomly
sampling positive samples of other ANPs.
We first resized all images of the dataset to 256x256 without maintaining the aspect
ratio and rescaled the pixel values from the range [0, 255] to [0, 1]. For unsupervised
feature learning, we extracted 100,000 small 11x11 patches from the dataset to learn 400

features using a sparse autoencoder with training parameters A =3e-3, B =5 and P =0.03.
For feature extraction, we constructed a CNN including a convolutional layer with stride
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s=1 and a max-pooling layer over non-overlapping regions of size 20x20.For each ANP,
we utilized a Linear SVM as classification model to obtain an ANP detector. And the
model was fine-tuned with the progressive strategy described in Section 4.3 to filter the
noisy training data. The detector score was finally combined with the score acquired from
SentiBank 1.1 using late fusion.

5.2. Annotation Accuracy

To evaluate the annotation accuracy of the proposed model, we adopt a method
employed in [4] by measuring the percentage of test samples that have corresponding
pseudo labels in top detected ANP concepts, called top-k accuracy. We evaluate the
annotation accuracy on the 1200 ANPs mentioned in Section 5.1 by computing top-1, 5,
10 accuracies of each and all ANPs. We also compare the accuracies among fine-tuned
hybrid model we proposed, hybrid model without fine-tuning, and SentiBank 1.1 [1]. For
the reason that the 1200 ANP subsets of SentiBank 2.0 [4] have not been relea ew’
public, we will make a comparison with it using retrieval performance in Sectio he
overall accuracies are shown in Table 1 and the top-10 accuracy per ANP i

form of curves in Figure 4. * N @
Qﬁne-lun ‘|)W
—Hvl)ri(h\ e-tuning
SentiBank 1.

0\%

in the

Top-10 accuracy
=
&«

0 1000 300 51;0 61;0 71;0 SC‘IO 91;0 10‘00 1100 1200
Figure@w Cu@ Ranked Top-10 Accuracy Per ANP of Different

Approaches

As shown indablg”l and Figure 4, the unsupervised feature learning assisted model
greatly impro e performance of the approach with low-level features only. It
achieves \%0% increment on top-1 accuracy, 160% on top-5 accuracy, and 110% on
top-10 y respectively. And progressive fine-tuned model outperforms that without
fine- ith as much as 7~18% gain on top-k accuracy. It shows that the progressive

-tuping strategy can partly solve the problem of noisy labels in the dataset. The SVM

% models are more suitable for retrieval than annotation since they train binary

classifiers rather than multi-label classifiers. Thus the retrieval performance of our model
will be evaluated in the next section.

Table 1. Comparison of the Annotation Accuracy of Different Models

Models Top-1 Top-5 Top-10
SentiBank 1.1 3.08% 11.60% 19.02%
Hybrid Model w/o fine-tuning 10.87% 27.06% 37.13%

126 Copyright © 2016 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.11, No.10 (2016)

Fine-tuned Hybrid Model 12.92% 30.04% 39.93%

5.3. Retrieval Performance

To make a comparison with the new DeepSentiBank[4] and SentiBank 1.5R[16]
mentioned in Section 1 and 2,we also built a subset as the authors of [4] and [16] did to
test the retrieval performance. Six frequently tagged nouns named “car”, “dog”, “dress”,
“face”, “flower” and “food” were selected to form a large set of 135 ANPs with diverse
adjectives. 20 positive images and 40 negative images were manually annotated to form
the test set for each ANP. We applied our fine-tuned model and SentiBank 1.1 to the test
set we constructed and ranked the test images according to the estimated probability of
the ANP. Then we used the average precision (AP) at top 20 on the ranking result to
evaluate the retrieval performance. The values of mean AP for each and all nouns are

presented in Figure 5. \/
M SentiBank1.1  ®Fine-tuned Hybrid Model OE

05 \“\e \‘/</
N4

0.4

0.3

mean AP

0.2 +

0.1 +

flower food all

car Q dress gce

Figure 5. The Mean @‘or Eac)@ I Noun Categories for the Subset of
ANPs

As the test s \ the (ﬂ NP detectors in [4] and [16] haven’t been made
he

available t nlt set we built ourselves may be slightly different from
them. Ho the co n result of retrieval performance of SentiBank 1.1, 1.5R
and Deep IBank een reported in [4]. So we make a comparison of various

models in an indi ay. Concretely, we compute the degree of performance
del compared to SentiBank 1.1 on the subset we built. Then we

ith corresponding performance improvement of Deep SentiBank and

A as a benchmark to compare our model with others.

in Figure 5, our hybrid model outperforms SentiBank 1.1 by 60.4% for all
egories. It is reported in [4] that Deep SentiBank outperforms SentiBank 1.1 by
o and SentiBank 1.5R outperforms SentiBank 1.1 by 49.0%. This indicates that our
madel can achieve almost the same performance compared to the newly trained Deep
SentiBank. And our model could be further improved if we use the special visual features
described in [1] such as facial features and aesthetics related features. Moreover, the
unsupervised learning framework could be further optimized with many skills which have
shown good performance in other applications.

5.4. Sentiment Prediction

We further evaluated the performance improvement of the proposed model for
sentiment prediction on a benchmark containing 603 photo tweets with a set of 21 topics
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covering human, social, event, people, location and technology [1]. The dataset was
collected via the PeopleBrowsr API and ground truths for the collected image tweets were
obtained by Amazon Mechanic Turk annotation. In this sense, we intend not only to
detect the ANP concepts reflected in images but also to explain the sentiment with a
prediction label. For each image, SentiBank provides a 1,200 dimension ANP response as
a mid-level representation. In this paper, we employ linear classifiers such as Linear SVM
and Logistic Regression to construct a mapping between the ANP response and sentiment
prediction.

We used the hybrid framework proposed above to obtain ANP response in images and
utilized both Linear SVM and Logistic Regression to train the sentiment prediction
model. Prediction accuracy with this model and that obtained with SentiBank 1.1 and
low-level features in [1] is given in Table 2. The hybrid model achieves significant
performance improvement (about 8% relatively compared to SentiBank 1.1). As is found
in [1], the logistic regression model performs a little better than Linear SVM.

\ 2
Table 2. Visual-based Tweet Sentiment Prediction Accurf&y Q )
A

Models Linear SVM oLogi%c EV
Low-level Features[1] 0.55,0\> N\ 0.
SentiBank 1.1[1] G.67) \\)ﬁo
o N

Fine-tuned Hybrid Model ANO0T73 e 0.75

A g

O
6. Conclusion \

In this paper, we present a I&: franﬁ@k@o introduce autoencoder-based
unsupervised feature learning g@ s into visual sentiment concept classification. To
deal with the pseudo Iabelﬁl g dat ich contains noisy images, we utilize a
progressive fine-tuning strategy™to fur. mize the network by filtering potentially

false negative samples. rimental¥¢esults show the hybrid model performs better in
both annotation ang i compared o previous classification model with only low-
as

level features. Ou indicat easibility of applying unsupervised feature learning
to visual sentirrv ysis. /5@ ISo shows the possibility of the combination of novel
deep learni ithms apdhtraditional technologies in computer vision. In the future, we
will incor other visual features into our model and further improve the
performance by leve he newly proposed techniques in deep learning.
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