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steganalysis. The extracted feature model includes the components in ures of
JPEG image. Existing research in this field show extract |: of differ of image

Abstract y.
Feature based image Steganalysis demands the best feature model fozg rate
féat

featuresthat show slightly improved classification accur cent methods
of image steganalysis involve extracting all possml ge, they suffer
dimensionality problem. The dataset used in our |n ude images from the
BOSS database. The original dimension ofthefeat 2 text% s8726 features from
2000 images. While a larger feature set is exp to have ortant information about
the steganographic changes, it affectsth sifier a cy due to redundancy. To
overcome the curse of dimensionality, %‘Wm |nt an unsupervised optimization
technique before classification. Thein alcl

|mplemented are SVM and MLP
and the fusion techniques imp comb e classifiers are Bayes, Dempster
Schafer and Decision Templa%i The erformances of classifiers are analyzed for

optimization based on Euclidean tance’ ure and Mahalanobis distance measure.
Comparing individual classifie |tha und that SVM classifier outperforms MLP
classifier for both Eucli |stance e and Mahalanobis distance measure. Among
the fusion schemes racy f ayes fusion scheme proves to be best compared to
Decision templ emp fer schemes. Also, the best possible classification
accuracy has ) med I| ean distance based optlmlzatlon followed by Bayes
fusion classm eme S|f|cat|on accuracies obtained in our research are better

compared to eX|st|ng

Keywords: JPE@ganalysm DCT features, Optimization, Fusion Classifiers, SVM,
Bayes fusio

Intn@glon
)%? as Steganography, the science of covert communication is the art of hiding
secre

formation into some digital cover media like audio, image or video. As human
perceptibility is less for changes in image data, image steganography has gained
prominence in the recent past. Apart from commercially available steganographic tools like
Ez Stego [1], JP Hide and Seek [1], J-Steg [1], Outgess [1] and F5 [2], improved versions
are being developed for specific applications. As steganography is being used illegally to
outwit the law enforcement authorities [3], the need to crack the secret communication
(steganalysis) has gained momentum. While steganalysis can be universal (blind)
steganalysis or embedding specific steganalysis, universal method of steganalysis finds
wide application. According to [4] universal steganalysis is a two class pattern
classification problem, where the clean image and the corrupted image have to be
separated. This classification is based on the features that undergo changes during
steganography (embedding changes). The two categories of universal steganalysis are
statistical blind steganalysis and computational intelligence (Cl) based steganalysis [4].
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While statistical blind steganalysis uses wavelet features, Markov features and DCT
features, CI based steganalysis uses Bayesian theory, genetic algorithms and neural
network based classifiers. In either case, the classification accuracy depends on the quality
of the chosen feature set. This demands better understanding about the properties and
design of feature space. Obtaining a better feature model is a never ending battle between
steganography and steganalysis. As many of the features in a chosen model are redundant,
best features have to be chosen by proper optimization techniques. Large dimensionality of
the feature set may lead to overtraining of the classifier and hence poor classification
accuracy [5]. Together with more computational time, the large dimensionality problem has
demanded the feature reduction techniques as the future in steganalysis.

To take up this challenge, we intend to analyze the steganographic images in JPEG
domain. Hence the concepts related to JPEG image steganalysis, methods of feature set
optimization and machine learning classifiers for steganalysis have been imple ewnd
tested in this research. %’V

2. JPEG Steganalysis %
JPEG has become the most common format for stori \(d ra tt images over the

i
internet. This popularity of JPEG has made it an e for ag ganography Most
steganographic algorithms hide the information in t )%vis of JPEG images [6-
9]. With emerging JPEG steganographic algori JPEG Sis is an emerging area
of research. As most of the JPEG steganog technl odlfy the DCT coefficients,
detecting the changes in the DCT c¢ fﬁg nts as a model would help in their
steganalysis. This research work mh&r to i Il the possible changes in DCT
coefficients of a JPEG image. n the odes of a JPEG image occurs in 64
parallel channels and show pes of dep ncies. These include the intra block
(frequency) and inter block (spatial) depe{%@cws. While the frequency dependencies

show the relationship amo coeﬁ% ithin a block (8x8), the spatial dependencies
show the relationship® the co nts of different blocks. Shi et al. [10] have
modeled the depende &of the J DCT coefficients as Markov transition matrices and
have derived eatur hem based on a threshold. Owing to the need for

reduced dime S I|y and effici tralnlng of the classifiers, most of the past researchers
[11-14] have “tiseéd lim CT coefficients in the form of conditional probability

distributions, co- oceurt matrices, joint probability distributions and their calibrated
versions [15-16]. Thj ed usage treats all the DCT modes equally even though they are
statistically dlffer ich leads to inefficient steganalysis. Based on this intuitive, our
research extragts a p033|ble changes among the inter block and intra block JPEG DCT
coefflolents%!itures While other authors have used limited features to create the image
model, @end to use the large dimensional feature set of the DCT coefficients by

calcuiati he differences in DCT coefficients in all the directions followed by appropriate
feat t optimization technique.

3. Investigative Setup

3.1 Image Database

The raw images used in this research are taken from the BOSS BOSS (Break Our
Steganographic Systems) database [17]. This database is available for researchers in
steganalysis. The database has 9074 full resolution, uncompressed images in .pgm format.
These original images taken from Canon EOS, Leica, Panasonic, NIKON and Pentax
cameras are resized and cropped to get 512x512 images. 1000 images are chosen for our
research and converted into JPEG format with quality factor 75. These JPG images are the
cover images in which the secret data is embedded to create another 1000 stego images.

386 Copyright © 2016 SERSC



International Joumal of Multimedia and Ubiquitous Engineering
Vol.11, No.1 (2016)

Thus a total image data of 2000 images are used for feature extraction, optimisation and
classification. A few sample images used in this research are shown in Appendix.

3.2 Creation of Stego Images

The stego images created in this research work is based on the modified F5 algorithm.
The original F5 algorithm used by Westfield [18] was based on permutation straddling and
matrix encoding of the JPEG coefficients for increased embedding capacity. F5 algorithm
considers the permutation of the image pixels to ensure uniform distribution of embedded
information in an image at the cost of time complexity of Order O(n). The F5 sequence is

F5 < HFM {EMB {PERMy¢, {JPEG[l,«ml}}} eqn. (1).

Where |, is the cover image of dimension nxm, PERM is permutation function
according to key of a chosen password. The permuted sequence undergoes embeoﬁvrfd
is finally delivered to Huffman coder. The uniform distribution of embedding ¢ e% due
to permutation straddling is shown in Figure 1. 6;

Continuous ing g%yed Embedding
Figurel. Distribution Q&: dding Changes Due to Continuous and

Pe mute(k bedding

Matrix encoding for ding twc)&et bits a; and a, in three image bits b;, b,, bs
with at most one b|t c may Iea%o four possibilities :
lies no change ,

> ai =bﬁm —bze}b
b a,= bzg?nphes change in a,
a,=h,Bb;, a# implies change in b,
> a;#b,fB b, @b, implies change in b,
This assures o e bit change. Generalizing, for a code word b with n modifiable bits
with k secre‘b%srin X, matrix encoding gives b’ for every b according to x=f(b’) such that
the hammi ance Hg(b, b’) < Hymax. Thus F5 implements matrix encoding in terms of

the tripl , Omax) : t0 embed k bits, a code word with n places would be changed in less
a@ aces. The embedding change density for code words with length n= 2%-1,
1

S() ==~ == eqn. (2).

Combined with embedding rate, R(k) = ; = ﬂ;,_,k_l eqgn.(3).

Gives an embedding efficiency (average number of bits per change),
Rik) k2t
=g “ 7 eqn. (4).

When dn.x =1, the embedding efficiency is always larger than k. F5 suffers from the
problem of shrinkage where a coefficient may become zero after embedding. This demands
embedding the data again in the next coefficient as the decoder will skip the zero
coefficients. Thus the efficiency of F5 is reduced as 50% of the coefficients (+1 and -1) are
skipped. The modified F5 algorithm used in this research applies the F5 algorithm to the
DCT coefficients after syndrome coding where the sender encodes b bits of message m ¢
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{0,1} b in n number of AC coefficients whose LSBs are xe(0,1)n. Only k out of n LSBs
such that |I| = k are non zero. For few embedding changes in sender side x;el , the modified
LSBs ye(0,1)n satisfy the criteria. m = yR. R is a binary matrix known to both sender and
receiver. Hence the embedding process involves finding the solution for m = yR such that x;
= y; for iel and the hamming distance x —y is minimum. The choice of a random matrix R
provides a continuous family of codes with better adjustment of parameters for each
specific payload. Thus the problem of shrinkage gets eliminated in this modified algorithm.

3.2 Image Feature Extraction

The aim of this research being universal steganalysis, changes due to embedding in all
aspects needs to be identified. The feature extraction in our research builds a large number
of individual feature vectors from the absolute values of the DCT coefficientsv
channels of DCT coefficients have dependencies in terms of frequency and e
frequency dependencies correlates the DCT coefficients within the same 8%8 o k and the
spatial dependencies correlate the coefficients between two glffgrent 8 ‘x Most of

the recent research work concentrate on the statistical betw boring DCT
edd{eat set suitable for

coefficients and hence treat all DCT modes equally to g

classification. The feature set extracted in our rese |sts relations between
different DCT coefficients, the relation among co nts i DCT plane and their
differences |n different directions. Conadenn@ |mage of ension MxN, the DCT
coefficient € ’r Vs the PQ" coefficients of I blog %here (P.Q) € [0.1,...7]% , e

[1,...M/8] and Je[l,2,....N/8]. ﬁ grou ctors chosen include the absolute
[

values of the single DCT coefficie in coefficients among intra block

coefficients Z,, the difference i ents a ter block coefficients Z.. Among the
last two groups, differences in horlzonta%eh, Z,n) and vertical directions (Ze,, Z,,) are
considered. \
Zi;=C ; I€[]2 d]e[ eqn (5).
Zeh = C.J .,+1 N a d] [1 ..... N-1] eqgn (6).
Zan = Ci ,+ j€ll, 2 ..... N-8] eqgn (7).
Z = C - c[] 2 dje/l,2,....N] eqgn (8).
C.J — |€[ 2@\/[ 8landj¢/1,2,....N] eqgn (9).

The exact model d
from the coefficien

CCu(p, %%ég) = % + Z IU} eqgn (10).

Wr@ is the normalization constant that maintains . CC, = 1 and E‘ may be
,@ by a sign function. The values of (p, ¢, p+Ap, g+Aq) are not restnctedto {0, 1, .
(L) _ L0+LD

7} as the calculation of co-occurrences considers CP s2g — Cpg . Due to the sign
symmetry of the 8x8 DCT blocks, the matrices can be considered as

— 1

CCu(p.q.Ap,Aq)=7 (CCy +CC- ) eqn. (11).

Comparing the coefficients of the absolute components and that of the difference
components, the bins of absolute components are zero due to non negative coefficients and
hence its exact dimensionality is (C +1)* rather than (2c+1)?. The redundant values of CC,

ment involves the computation of the co-occurrence matrices
e above matrices. Mathematically, these are represented as

J}

. _ 1 1
have been reduced to get the dimensionality of - (2C+ 1) + 7 with compact models.

The compact variables include 10 co-occurrences of the DCT absolute values (represented
as Ab), 10 co-occurrences of the difference in DCT absolute values in horizontal direction
(represented as Ch), 10 co-occurrences of the difference in DCT absolute values in vertical
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direction (represented as Cv) , 4 co-occurrences of the difference in DCT absolute values
among inter block coefficients for spatial and frequency components in horizontal and
vertical directions (represented as Ci). The various components are shown in Figure?2.

| Ab_10 F_2512
> g S

Image | Ch_10 F 2041
(OCT ' —

model) R for %'
lcvio || F 204 Aiw%v

) 132<\ )

| Ci 4

Figure 2. The Variable the Fézj'a:?s Extracted

occurrences of the DCT abs valles contri 2512 features, co-occurrences of the
difference in DCT absolute values*in verti @rection contribute 2041 features. Each of
these feature sets are due t ividual %&Components who are variable in length. The
individual features of «al e 34 gr re combined to give 8726 features for each
image. Considering an imagés and 1000 stego images, the extracted feature set is

of size ‘2000 X 872@ Q

3.3 Feature S timi
Universal image st

This creates 34 groups each i tures %iable lengths. For example, the co-
ouieg

Sis being a two class classification problem, the features set
extracted needs to timized to suit classification with less computational complexity.
Increased compm$ﬂ»al time and lesser accuracy seems to be the curse of larger
dimensional %{_&re set [5]. This demands feature set optimization to choose the best

analysers. With this intuition, we introduce an unsupervised optimization
algorith duce the feature set size by a neural network. This NN based algorithm
nsional vectors from S* vector space to an optimal set Y = {yi; i =1, 2, ...Mj}.
Each'y(is one of the co- occurrence reduced from a variable dimension CC,, to CC, . For
each y; there exists a nearest neighborhood, a partition of the entire vector space S*, defined
by

Ni={p S :llp-Vill <llp - y;ll ; for all j #i} eqn. (12)

The unsupervised network considers each partition as a cluster and assigns a centre.
Each centre is implemented as a neuron of a SOM (Self Organizing Map). The extracted
feature vectors dimension matches that of the input space of the SOM and their values act
as the parameters of the NN. Training of the NN leads to the adaptation of the feature
parameters to the cluster centre according to a minimum distance criterion. The chosen
measure for the pair wise distances are Euclidean distance measure and Mahalanobis
distance. The mean distance is maintained small for better data representation. The
optimized features are exclusive features with no overlap. The unsupervised training tries to
localize the feature by minimizing the mean distances between the chosen neurons and the
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feature value. The feature set with 8726 features has been reduced with a neural network
comprising of 4 neurons and 8 neurons to give 392 and 784 features respectively. Figure3
shows the neighborhood and cluster formation before and after optimization.
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Figure 3. Neighborhood Formation BeQ and@bptimizaﬁon.

The optimization of the feature set to 2 QSQZ featu % implemented with 4 neurons
and that with 2000 X 784 feature§ ple W|th 8 neurons. This gives an

optimization efficiency of 95.05% ( ns) a% % (8 neurons).
3.4 Classification Scheme

After identifying the maos propr| Nre set, the next step is to classify the images
is the most crucial part in steganalysis as it

as clean and stego i a@y Classifi

decides whether an | true an) image or stego image. We have implemented two
main classifier and WQa fused versions of them. SVM (Support Vector
Machine) is & fuI cla and works under the principle of non-linear mapping,
where the input=vectors apped to high dimensional feature space [20]. The SVM
works on linear data a g to the function,

f00) =3 ayi(x" nc eqn (13).

The normalizati the weight vector and the margins in SVM can be chosen by
designer. T malization is chosen such that w'x, +b = +1 and w'x. + b = -1 so that the
margin for %%Catlon is

QO it €)= gk ) =g ean (1)

(Multi-Layer Perceptron) is another popular pattern recognition or classification
network. MLP is a powerful classifier working under the principle of back propagation
training [20]. MLP also has many free parameters so that the input associates with high
output response. Owing to their high performance, we intend to choose SVM and MLP
classifiers. We opted for fusing SVM and MLP classifiers with three different fusion
schemes, namely Bayes method, Decision Template scheme and Dempster Schafer method.
The accuracy of these fusion methods have been studied to identify the best method
suitable for image steganalysis.

4. Investigation Outcome

The investigation in our research consists of two parts namely classification with
Euclidean distance based optimization and classification with Mahalabonis distance based
optimization. The research outcomes are enumerated in Table.1 and Table.2.
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Algorithm

e Set the number of neurons to be chosen for optimization.

e For a specific payload (say 0.1) run the steganographic algorithm to create stego
images.

e Extract features from both stego images and cover images to create a 2000 X 8726
feature vector.

¢ Run optimization algorithm to reduce feature set to 2000 X 392 (for 4 neurons).

¢ Repeat for different payloads (0.2, 0.3. 0.5).

e Repeat the above steps for 8 neurons to get reduced feature set (2000 X 784).

Table. 1. Accuracy of Classifiers for Optimization Based on Euclidean

Distance °
No. of Feature Payload SVM MLP Bayes | Decision pster
neurons | size (bpnzac) Tree r A, Schafer
4 2000X392 | 0.1 0.453 0.3656 0@0- 0. N{ 0.4542
N |

0.2 0.4126 0.3@*»&5874 VS 0.5208
4

£
0.3 0.4126 8 O.SSN 0.4269 0.4269
N R

e
0.5 0.4 2&\-)0.3803 0%874 | 0.4408 0.4408
N

8 2000X784 | 0.1 @MM 0.5596 | 0.4387 0.4191

0.2 )\\ 0.4469 §.4056 0.5531 | 0.4865 0.4865

b O &% 0.4081 | 0.5062 | 0.4800 0.4800

A
Q&S @?.4404 0.3746 | 0.5596 | 0.4007 0.4007

The above table presehfs”the experimental values obtained for Euclidean distance
optimization with 4 nefjreris (392 features) and 8 neurons (784 features). The classifier
accuracies are enwnesdied for individual classifiers (SVM and MLP) along with fusion
classifiers (Bayes, “\ ision template and Dempster Schafer) for varying payloads.

Table. uracy of Classifiers for Optimization Based on Mahalabonis
Q Distance
No. Feature Payload SVM MLP Bayes | Decision | Dempster
neurons | size (bpnzac) Tree Schafer
4 2000X392 | 0.1 0.4126 | 0.4146 | 0.5874 | 0.4661 0.4616
0.2 0.3934 | 0.3938 | 0.6066 | 0.5792 0.5400
0.3 0.4126 | 0.3395 | 0.5874 | 0.4334 0.4334
0.5 0.4126 | 0.3930 | 0.5874 | 0.4583 0.4583
8 2000X784 | 0.1 0.5241 | 0.4146 | 0.3607 | 0.4146 0.4146
0.2 0.5000 | 0.4469 | 0.3480 | 0.4469 0.4469
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0.3 0.5507 | 0.4412 | 0.3546 | 0.4461 0.4461

0.5 0.5343 | 0.4220 | 0.3611 | 0.4154 0.4154

The performance measure used to compare the classifiers is ‘Classification Accuracy’.
The percentage of correct prediction is called as classification accuracy and is calculated as,
Accuracy =(TP +TN) /(TP + TN + FP + FN), where TP is number of True Positive, TN is
number of True Negative, FP is number of false Positive and FN is number of False
Negative.

5. Discussion

results. Comparison of the performance of SVM and MLP show that S Sybetter as

The performance of individual classifiers is good but fusion classifiers etter
shown in Figure4. Among the three fusion schemes Bg‘ empst @r Decision
S ca;y

Template, Bayes fusion scheme gives the highest cla cc cy compared to

others as shown in Figure 5.
\/
SVM Vs MLP for optimization with 4‘\
SRS
o
0.5
0.45 \' \

R R——
Q ,QQ\

F oS
b@ Figure 4. SVM Vs MLP

o

‘([
‘/ classifier Accuracy
=
&

Q a
,@' Comparison of
L | g Fusion methodsr
o | E—
Q - === Decision
@ _E Tree
_E Dempste
=) r Schafer
. J

Figure 5. Comparison of Fusion Classifiers

Comparing individual classifier (SVM) with fusion classifier (Bayes), it can be seen that
Bayes fusion classifier outperforms SVM classifier as in Figure6.
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Figure 6. SVM Vs Bayes ?

Comparing the performance based on the number of neurons, th Q?v ance of
individual classifiers (SVM and MLP) is more for 8 neumﬁS fea 4 neurons
(392 features) as shown in Figure 7. The perform fdfusion classifiers - Bayes,
Dempster Schafer, Decision Template is better fo s (3 Zf‘&*ﬁs) than 8 neurons
(784 features) as in Figure 8. This shows that fu5|o mes \0\ ith fewer features

than large number of features.
SVM perforn@fordlffq %?
euron
A DN

NV A N/ -
Q\ éﬂ&amﬁ v
o

re 7. SVM for Different No. of Neurons

Q\LV Bayes for different no. of neurons

Q ’0 058 |
056 /
0.54 7\ /
\ / ——FUSION BAYES n=4

0.52 \/ ===FUSION BAYES n=8

Classifier Accuracy

2
n

0.48

0.46
1 2 3 4

Figure 8. Bayes for Different No. of Neurons
Thus it has been identified that individual classifiers require more features for good

classification accuracy, but fusion classifiers require fewer features for better accuracy.
The importance of feature set optimization has been proved in this research and our

Copyright © 2016 SERSC 393



International Joumnal of Multimedia and Ubiquitous Engineering
Vol.11, No.1 (2016)

optimization method has provided better classification accuracies compared to existing
methods of image steganalysis.

6. Conclusion

As feature based steganalysis is the recent trend, extraction of important features has
become a prime requisite. While features of cross domain parameters could give better
steganalysis, the dimensionality of these features becomes a curse with respect to
computational time and classification accuracy. Our research work has experimentally
analyzed an unsupervised optimization technique for the chosen DCT features in JPEG
domain. It has been found that optimization leads to better performance and classification
accuracy. And the use of fusion classifiers has led to more accuracy in classjification
compared to individual classifiers. Our research has also analyzed the perfor nﬁg}
classifiers for two different optimization metrics, namely Euclidean dis and
Mahalanobis distance. It has been identified that SVM is good amo |V|dual
classifiers and Bayes fusion classifier is best amo ion classifi Iso fusion
classifiers give better classification accuracy for fe\gsg atures is proves the

importance of feature set optimization in image stega ization method

has provided better classification accuracies co |st| ethods of image

steganalysis.
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