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Abstract 

In this paper, a compromised method is presented for the interlaced signals. The 
interlaced signals are vertically reconstructed by interpolation method. The efficient edge 
directed line average method is the advanced version of edge directed line average 
method, which uses two more useful metrics to assess edge direction. On the other hand, 
Bob method does not consider edge direction, rather its results are the average results of 
upper and lower lines. We used information entropy to give weights. Considered two 
methods were efficient edge directed line average and Bob methods, and we obtain 
compromised approach. Experimental results show that the presented method provides 
satisfactory results. 
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1. Introduction 

Video processing uses spatial and temporal information to restore missing information 
[1-5]. Sometimes, each information is used separately, or sometimes is used mixed 
fashion [6-7]. The interlaced signal has been used for many years [8]. Although many 
issues have been studied, however there are still some open issues to be solved [9-10].  

One of the simplest methods is Bob method, which restore a missing line between two 
neighbor pixels existing in the interlaced images before displaying an image [11]. 
Although methods based on temporal information give better performance, but normally 
their complexity is higher than spatial methods because motion models and trajectories 
are needed. However, spatial domain methods only use give single field, therefore these 
methods are widely used in many cases for their simplicity.  

One of widely used methods is the famous edge-based line average method which uses 
correlations in three directions between pixels in upper and lower lines [12]. More 
recently, efficient edge directed line average method was proposed [13-15].  

The rest of this paper is outlined as follows. The efficient edge directed line average 
method is explained in Section 2. In this section, proposed method and entropy map are 
introduced as well. Section 3 shows objective and subjective performance comparison. 
Simulation results for a McM dataset are presented in Section 4. Finally, concluding 
remarks are presented in Section 5.  

 

2. Proposed Method  

The figure of edge directed line average method is shown in Figure 1.  
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Figure 1. Flowchart of Edge Directed Line Average Method. P and Q are 
Dominant Edge Direction Selector 

The edge detector of edge directed line average method is computed as Eqs. (1) and (2).  

( 1, 1) ( 1, 1) ,P k x y k x y       (1) 

( 1, 1) ( 1, 1) ,Q k x y k x y       (2) 

In efficient edge directed line average method, two parameters P and Q are calculated 
as Eqs. (3) and (4). 

( 1, ) ( 1, 1) ( 1, 1) ( 1, ) ,P k x y k x y k x y k x y           (3) 

( 1, 1) ( 1, ) ( 1, ) ( 1, 1) ,Q k x y k x y k x y k x y           (4) 

This equation can be drawn in Figure 2.  
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Figure 2. Flowchart of Efficient Edge Directed Line Average Method P and Q 
are Dominant Edge Direction Selector 

The entropy is an assessment of order and disorder in information theory. This concept 
was originally proposed by Claude E. Shannon, and we consider his entropy as a weight 
assignment metric for the information. The Shannon’s entropy of event A is obtained as,  
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Where b is the basis of log. When b=2, results are shown in bit, and when b=10, results 
are shown in decimal value. Using this equation, we obtain edge map as shown in Figure 
3.  
 

  

(a) (b) 

Figure 3. (a) Original #16 McM Image (b) Entropy Map 

The block diagram of the proposed method is introduced in Figure 4.  
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Figure 4. Block Diagram of the Proposed Method 

The procedure of the proposed method is as follows:  
Step 1 Obtain RGB images. This image is decomposed into three channels, Y, Cb, and 

Cr. Y is luminance information and Cb, Cr are chrominance information. 
Step 2 Decimation process is applied to Y channel. 
Step 3 There are two methods to restore interlaced images: one is Bob method and the 

other is EELA method. 
Step 4 To perform EELA method, one has to calculate P and Q parameters using Eqs. 

(3) and (4). 
Step 5 Obtain the edge map from decimated Y channel. This map is used as weight 

function.  
Step 6 Using the result of Step 5, weighted average value of Bob and EELA are 

computed.  
Step 7 Finally, output image is obtained.  
As described in Introduction section, we use two conventional methods for our 

proposed system. First of all, we vertically decimate the original signal image. This image 
we consider interlaced image. Now, entropy map is obtained using Shannon’s entropy 
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equation Eq. (5). The output value of entropy should be ranging 0 and 1, therefore 
normalization is applied. We bring threshold parameter ξ, which is used as, 

 

If  e n tro p y  is  b ig g e r  th a n   ζ , th e n  B o b  m e th o d  is  u se d .

O th e rw ise , E E L A  m e th o d  is  u se d .
 (5) 

 
Empirically, we found suitable ξ values range from 0.1 to 0.7.  
 

3. Experimental Results 

Extensive experiments have been conducted to assess performance of the proposed 
method. Objective and subjective performance comparison is provided in this section. We 
used 500-by-500 size 18 McM images for the comparison. To conduct experiments, all 
images were separated into even and odd fields and we used deinterlacing approaches. 
Two conventional methods were used, bob methods (M1) and EELA methods (M2).  

To assess objective performance, four test images were used: #12, #13, #14, and #16. 
Figure 5 shows results images of #12 image, where one can find original image in (a), 
entropy image in (b), M1 result in (c), M2 result in (d), proposed method result in (e), 
difference between original and M1 result in (f), and difference between original and M2 
result in (g). From provided comparison, we understand the proposed method gives better 
visual effect although it is compromised result of M1 and M2. In addition, details were 
well survived and edge region were well preserved.  
 

    

(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Figure 5. McM Image #12: (a) Original Image, (b) Entropy Map, (c) M1 Result, 
(d) M2 Result, (e) Proposed Method, (f) Difference between Original and M1, 
(g) Difference between Original and M2, and (h) Difference between Original 

and Proposed Method 
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(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Figure 6. McM Image #13: (a) Original Image, (b) Entropy Map, (c) M1 Result, 
(d) M2 Result, (e) Proposed Method, (f) Difference between Original and M1, 
(g) Difference between Original and M2, and (h) Difference between Original 

and Proposed Method 

In the same manner, one can find similar results in Figs. 6-8. McM image #13 was 
tested. Similarly, the image was first vertically downsampled by a factor of 2, and then it 
was restored by M1, M2, and the proposed method 
 

    

(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Figure 7. McM Image #14: (a) Original Image, (b) Entropy Map, (c) M1 Result, 
(d) M2 Result, (e) Proposed Method, (f) Difference between Original and M1, 
(g) Difference between Original and M2, and (h) Difference between Original 

and Proposed Method 
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(a) (b) (c) (d) 

    

(e) (f) (g) (h) 

Figure 8. McM Image #16: (a) Original Image, (b) Entropy Map, (c) M1 Result, 
(d) M2 Result, (e) Proposed Method, (f) Difference between Original and M1, 
(g) Difference between Original and M2, and (h) Difference between Original 

and Proposed Method 

To assess numerical result of image quality, we computed CPSNR: PSNR in red 
channel, PSNR in green channel, and PSNR in blue channel, which are shown in Tables 
1-4. As to objective performance, the presented method provides the appropriate PSNR 
results. 

 

Table 1. CPSNR Results for 18 McM Images 

ξ 0.1 0.2 0.3 0.4 0.5 0.6 

1 28.69 28.36 27.87 27.60 27.36 27.33 
2 33.86 32.85 31.93 31.48 31.18 31.21 

3 27.78 27.40 26.84 26.29 25.92 25.87 
4 29.51 29.21 28.95 28.84 28.89 29.03 

5 32.07 31.47 31.00 30.51 30.52 30.53 
6 38.61 38.39 37.96 37.66 37.60 37.65 

7 34.33 33.64 33.02 32.48 32.37 32.37 
8 31.84 31.72 31.61 31.44 31.17 31.18 

9 36.21 36.00 36.16 36.49 37.09 37.15 
10 37.34 36.13 35.70 35.52 35.49 35.48 

11 38.91 38.50 38.37 38.42 38.53 38.53 
12 33.35 31.24 29.46 28.43 27.84 27.81 

13 35.53 34.76 34.21 33.92 33.67 33.67 
14 39.74 39.16 39.21 39.67 39.90 39.91 

15 49.53 49.37 49.36 49.37 49.37 49.37 
16 33.58 33.34 33.14 32.95 33.01 33.07 

17 35.65 35.18 34.74 34.39 34.33 34.30 
18 39.91 39.52 38.23 37.26 36.82 36.73 

Avg. 35.36 34.79 34.32 34.04 33.95 33.96 
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Table 2. Red Channel PSNR Results for 18 Mcm Images 

ξ 0.1 0.2 0.3 0.4 0.5 0.6 

1 28.70 28.42 28.02 27.79 27.49 27.44 
2 33.86 32.85 31.93 31.47 31.18 31.20 

3 27.77 27.40 26.83 26.27 25.90 25.85 
4 29.51 29.21 28.95 28.84 28.89 29.03 

5 32.10 31.51 31.07 30.60 30.61 30.62 
6 38.61 38.39 37.96 37.66 37.60 37.65 

7 34.31 33.62 33.01 32.47 32.35 32.36 
8 31.83 31.72 31.60 31.41 31.12 31.12 

9 36.19 35.98 36.13 36.45 37.02 37.09 
10 37.29 36.09 35.66 35.48 35.45 35.45 

11 38.74 38.31 38.19 38.25 38.36 38.36 
12 33.35 31.24 29.45 28.43 27.84 27.80 

13 35.53 34.76 34.21 33.92 33.67 33.67 
14 39.74 39.16 39.21 39.67 39.90 39.91 

15 49.51 49.29 49.29 49.30 49.30 49.30 
16 33.22 32.98 32.74 32.49 32.53 32.60 

17 35.62 35.15 34.69 34.31 34.25 34.23 
18 39.90 39.51 38.17 37.19 36.74 36.65 

Avg. 35.32 34.76 34.28 34.00 33.90 33.91 

Table 3. Green Channel PSNR Results for 18 Mcm Images 

ξ 0.1 0.2 0.3 0.4 0.5 0.6 
1 28.48 28.11 27.55 27.24 26.94 26.89 

2 33.83 32.82 31.90 31.45 31.15 31.18 
3 27.77 27.40 26.83 26.27 25.90 25.85 

4 29.51 29.21 28.95 28.84 28.89 29.03 
5 32.05 31.46 30.97 30.47 30.47 30.48 

6 38.61 38.39 37.96 37.66 37.60 37.65 

7 34.33 33.65 33.03 32.49 32.37 32.37 
8 31.83 31.72 31.60 31.41 31.12 31.12 

9 36.19 35.98 36.13 36.45 37.02 37.09 
10 37.29 36.09 35.66 35.48 35.45 35.44 

11 38.74 38.31 38.19 38.25 38.36 38.36 
12 33.35 31.24 29.45 28.43 27.84 27.80 

13 35.53 34.76 34.21 33.92 33.67 33.67 
14 39.74 39.16 39.21 39.67 39.90 39.91 

15 49.51 49.35 49.35 49.36 49.36 49.36 
16 33.22 32.98 32.74 32.48 32.52 32.59 

17 35.63 35.16 34.71 34.33 34.27 34.24 
18 39.90 39.51 38.18 37.20 36.74 36.65 

Avg. 35.31 34.74 34.26 33.97 33.87 33.87 

Table 4. Blue Channel PSNR Results for 18 Mcm Images 

ξ 0.1 0.2 0.3 0.4 0.5 0.6 
1 28.91 28.56 28.06 27.79 27.69 27.68 

2 33.89 32.88 31.97 31.51 31.21 31.24 
3 27.79 27.42 26.88 26.33 25.96 25.91 

4 29.51 29.21 28.95 28.84 28.89 29.03 
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5 32.05 31.46 30.97 30.47 30.48 30.48 

6 38.61 38.39 37.96 37.66 37.60 37.65 
7 34.34 33.65 33.04 32.49 32.38 32.38 

8 31.85 31.74 31.63 31.50 31.27 31.30 
9 36.25 36.06 36.23 36.58 37.22 37.29 

10 37.44 36.23 35.79 35.60 35.57 35.57 
11 39.28 38.90 38.75 38.78 38.89 38.89 

12 33.35 31.25 29.46 28.44 27.84 27.81 
13 35.53 34.76 34.21 33.92 33.67 33.67 

14 39.74 39.16 39.21 39.67 39.90 39.91 
15 49.56 49.46 49.46 49.47 49.47 49.47 

16 34.39 34.17 34.08 34.04 34.18 34.22 
17 35.70 35.23 34.83 34.52 34.46 34.43 

18 39.91 39.55 38.35 37.41 36.98 36.89 
Avg. 35.45 34.89 34.43 34.17 34.09 34.10 

 

  

(a) (b) 

  

(c) (d) 

Figure 9. Visual Performance Comparison on McM Image #1: (a) Original 
Image, (b) M1 Result, (c) M2 Result, and (d) Proposed Method 

Tables 1-4 show that the objective performance of M2 is worse than that of M1. 
However, we found that the visual performance of M1 is not superior to that of M2. Figure 
9 shows four images, original zoomed image of McM #1, and its corresponding M1, M2, 
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and proposed method. It can be found that the staircase artifacts of Figure 9(b) is more 
severe than that of Figure X(c). In addition, image of Figure 9(b) is more blur than M2. 
Therefore, it can be concluded that M2 gives better visual performance although its metric 
indicates other results. Figure 9(d) shows the result of proposed method. It can be found 
that the proposed method gives the best visual performance out of all candidates. 
 

4. Conclusions 

This paper studies interlaced to progressive frame rate conversion method. The 
interlaced signals are vertically reconstructed by interpolation method. Two methods, 
namely the efficient edge directed line average method and Bob were used in this system. 
We used information entropy to assign weights. Simulation results show that the 
presented method provides satisfactory results. 
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