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Abstract

In this paper, we propose an adaptive intra-frame rate-quantization (R-Q
H.264/AVC video coding. The proposed model aims at estimating accuraté o

according to the guantization parameters (QP) for intr ded fra in_low bit rate
networks such as video sensor networks. By taking com@ measure into
tively a

consideration, the parameters of the proposed djusted to the
visual contents. In addition, the method of Kalm ing i estlmate the model
parameters for real-time video encoding applications: It is y experimental results

that the proposed model predicts the ouqouti%ate accurately’and thus achieves better
mismatch performance than that of the em@ thod. \
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1. Introduction

In recent years, low-co vices s OS cameras that can ubiquitously capture
video contents fromdh us enV| nts have appeared in almost all small wireless

mobile devices, s artp ahd tablet PC’s. Furthermore, recent developments
in sensor networlggy ve e d the use of video sensors in these networks [1]. The
demands for, itering and eiflance systems are also growing with the increasing
interest in s y in u spaces These needs have fostered the development of
Wireless Video Sensor ork (WVSN) [2-3]. WVSN follows the trends in low-power
processing, wireles ﬁ@uorking, and distributed sensing. WVSN has also developed as a
new technology )@ number of potential applications, ranging from security monitoring
and mobile, multimedia to emergency response [1].

CurrentlyNHs264/AVC standard, which was jointly developed by ITU and MPEG, is

most wid ed in many video coding applications including WV SN applications. To be

a broad range of applications, H.264/AVC video encoding standard has many
% features. Therefore, the performances of H.264/AVC in terms of quality, bit
rate,yand complexity are determined by a large number of encoding parameters for the
advanced features [4-5].

In a resource constrained environment such as a WV SN, it is very imperative to choose
the right configuration and setting parameters that lead to the optimal coding performance
[4]. WVSN is usually mission-driven and application specific, so it must operate under a
set of unique constraints. The bandwidth of wireless channels is a limited resource in the
wireless communications. Therefore, among many requirements, network bandwidth is
more critical than others [6].

In video coding, rate control aims to achieve good perceptual quality given the
transmission bandwidth constraints. That is, rate control regulates the amount of the
coded bits by adjusting quantization parameter (QP) while maximizing the video
presentation quality. To achieve this, rate control algorithms employ the rate-quantization
(R-Q) model, which represents the number of the coded bits as a function of the QP. Ina
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WVSN, the exact expectation for the intra-frame encoding is more important than the
inter-frame encoding because the network bandwidth is limited and intra-frames consume
more bits than inter-frames to achieve identical quality.

Li et al. have proposed an adaptive rate control framework for H.264/AVC in JVT-
G012 [7]. JVT-G012 can provide an efficient rate control algorithm for inter-frames, but
it cannot provide a proper method for intra-frames (I-frames). Usually, the I-frame of a
group of picture (GOP) is encoded using the predetermined QP, which is called the initial
QP. In many rate control algorithms, the initial QP for an I-frame depends on the average
QP of P-frames in the previous GOP as JVT-G012 does. The potential problem is that this
scheme cannot estimate the bit rate of an I-frame accurately. It is because the
characteristics of the current GOP is not considered when encoding the current I-frame
[8]. However, it is quite important to estimate the exact bit rate and control the allt of
an I-frame to a suitable level for a fixed target bandwidth in a low bit rate networ
an efficient R-Q model for intra-frame is highly desirable for h.264/AV :\%Must be
adaptive to the frame complexity.

In this paper, we develop an adaptive intra-frame R model f; /AVC rate
control in low bit rate networks such as WVSN. Th tp t b| ra an I-frame is
usually correlated with its gradient-based fram |ty me ,"so the proposed
algorithm employs the gradient as a measure The process of
calculating gradient is computationally low-caost a does e d any pre-encoding, so
gradient-based methods are proper for real-ti pllca B considering the gradient
of each I-frame, the proposed algorithm®i Ie of ac Iy estimating the bit rates as
a function of the initial QP. Exper| | res Its ow that the proposed algorithm
outperforms the existing method fo tlng t bit rate of I-frames.

The rest of this paper is orgi S foIIo tion 2 summarizes related studies on
frame complexity-based R- Is. The elopment of the proposed R-Q model that is
adaptive to the scene contents is d n Section 3. Section 4 demonstrates the
experimental results fo@erfor omparison. Finally, a conclusion is drawn in

Section 5.
ﬂ Q Model

2. Frame @ XI ty
When a f is e @lsmg the intra-coding scheme, the output bit rate is affected
by the many encodin eters. In this paper, we focus on the quantization parameter

(QP) and the fram lexity. Apparently, the output bit rate decreases as the QP value
increases when a@rﬂg a frame. With the same QP value, encoding different frames will

consume different"numbers of bits. It is because the output bit rate of each intra-coded
frame is by its visual characteristics. Obviously, the output bit rate increases as

its visué plexity increases.

@
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Figure 2. Scatter é’of the Number of Bits versus the Gradient Value for

Akiyo Sequence
There a'rﬁivity measures or complexity measures for still image coding. In
ave suggested that the gradient-based method is more reliable for still
image e . The gradient-based method is also proper for the real-time encoding, so we
ethengradient of a frame as the complexity measure of the frame. In the proposed R-Q
maee I/the visual complexity of a frame is defined as the average gradient per pixel of the
frame. The average gradient of a frame is calculated by

G = ;4”'2_1%1("U - Ii+l,j‘+ ‘Ii,j - Ii,j+1 )]F
M - N [i—1 j-1 J (1)

Where M and N are the horizontal and vertical dimensions of the frame, respectively.
li; denotes the luminance value of the pixel at the location of (i, j) . Figure 1 illustrates the
average gradient value and the output bit rate for Akiyo sequence. To compare the
characteristics of two curves conveniently, the average gradient values are multiplied by
3800. It is seen that the gradient value can represent the complexity of each frame since
the shapes of two curves are quite similar. To further investigate the relationship between
the gradient for the visual complexity and the output bit rate, we show a set of scatter
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plots of bit rate versus gradient value in Figure 2. We can see that there is a linear
relationship between these two factors.

The R-Q models using the gradient information have been proposed. In [10], Jing et al.
have proposed the R-Q model using the linear relationship between the output bit rate and
the gradient of a frame. In this model, the output bit rate is formulated as a function of the
quantization step size (Qstp) instead of the QP. In H.264/AVC, the relationship between
QP and Qs is formulated as

Q _ 2{(QP —-4)16} (2)
step B

The model for the bit rate is formulated as follows:
R(Qstep ) = G : f (Qstep ) (3)

f(Qu)=2a-(Qg,) (4) 2:’
Where R and G are the output bit rate and the average gradient per@ Iculated

from (1), and a and b are model parameters, respectively.\ The w ermine the
values of the parameters are as follows: The value of ter b is to a constant
value of -0.80 regardless of video contents base rimentad results. The value of

parameter a is recursively determined using xx)
R Q’
:a~ak+(1—a)-—k' Q % ©)
G, (Qq '@ \Q)
. N

(Q step 0 (6)
Where Rk, Gy, and u&; are a ut bit rate, the average gradient value per
Si

ak+1

a0=

pixel, and the Qgep T kth intra- e, respectlvely Experimental results show that
this mode | have ac gnlfl improvements over the other existing models such as
the traditiona en3|ty odels [10].

3. Proposed Intra- R-Q Model

In H.264/AVC '@coding, the QP is used for the Lagrangian multiplier method for
the Rate Distorti@pﬂmization (RDO). Therefore, we propose the output bit rate model
as a function of QP while Jing et al.’s model is as a function of the Q.. Figure 3
gives an e% of the relationship between the output bit rate and the QP using the 50th
frames iyo and Bridge-Far sequences. As shown in Figure 3, the logarithm of the bit
ra ses in proportion to the QP value. It is also seen in the Figure 1 that the output

I of a frame increases in proportion to the average gradient of the frame. To
compeénsate the variation of the output bit rate, we use the bit rate that is divided by the
gradient value. Thus, in the proposed scheme, the bit rate model is formulated by

N(R/G)=c+d-QP )
Where c and d are model parameters, respectively.
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Figure 4. Relaﬂong@etween the Bit Rate Divided by the Gradient and the
QP f and the 100" Frames of Akiyo Sequence

The fra a sequence have similar visual contents, so the parameters of each frame
vary slig ecause of this reason, Jing et al. have fixed one of the two parameters [10].
@@ ows the R-Q relationships of the 1st frame and the 100th frame of Akiyo
s%, It is seen that two graphs are similar but slightly different. We also investigate
erences between video sequences. Figure 5 shows the R-Q relationships of Akiyo,
Bridge-far, and Grandma sequences where the 150 frames of each video sequence are
encoded with the randomly selected QP’s. As shown in Figure 5, the slopes and the
intercepts of graphs are slightly different each other. If these differences are ignored, the
accuracy of the estimation becomes somewhat lower. Thus, in the proposed scheme, both
of the two parameters (c and d) are recursively estimated. In order to estimate the
parameters recursively, we employ the method of Kalman filtering [11]. To apply Kalman
filtering, we first define a state vector. In the proposed scheme, the state is defined as a
vector of the values of two parameters and then the linear stochastic difference equation
of the state is defined as
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‘. ®)
vle)

ka1 = X W (9)

E(wk-wj):Qkékﬂ. (10)

X

Where ¢, and d are model parameters of the kth frame, and wy and Qy are the process
noise and the covariance matrix of w,, respectively. In this system model, the process

noise wy represents the differences of frames in a sequence. V .
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Figure 5. Relatio I@etween it Rate Divided by the Gradient and the
QP%kiyo, B%ge-far, and Grandma Sequences
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6.0 4

a Kalman filter-based ach, the state of a system is estimated from recursively
obtained measureme some quantity. After encoding, we obtain the output bit rate

In V\NSes ar@de; in real-time, so measurements are made sequentially. In

and the gradient frame as measurements, SO a noisy measurement vector yy is
defined by
y, =1 G,) (11)

R¢ and Gy are the output bit rate and the gradient of the kth frame, respectively.
Wi e state x, and the measurement y,, the measurement equation is defined as follows:

Yy, =H, X +Vv, (]_2)
H = QpP,) (13)

E(v, -v]) =R, (14)

Where QP is the QP value for the kth frame, and v, and Qy are the observation noise
and the covariance matrix of vy, respectively. In the proposed scheme, it is assumed that
both w,and v, are white Gaussian noise.

From the previous estimate and the new measurement, the Kalman filter equations
recursively determine the systemstate * as follows:
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P =F P ,F ,+Q,., (15)
K,=P H,(H P H, +R)" (16)
R, =R (17)
X, =% +K, (y, -H,%) (18)
P =(I-K,H )P (I -K,H) +K,RK), (19)

Where P is the error covariance matrix, and K is the Kalman gain. The method of
Kalman filtering has two important phases. At the time k, to calculate a new es(%t? of

the state X , the time update is done using the previous estimate X ., a the
measurement update is processed with the new measurement y,. A compe r%ﬁrty of
Kalman filtering is that it is capable of producing estimates in real-time
Comparing the proposed R-Q model with Jing et al.’ 1, the nfaj
way used to estimate the model parameters. In the sed sghemeythe both model

parameters are adaptively determined using them of Kalmag Tiltering, which is

known to be an optimal estimator. In Jing et al.’ hod, eter a is determined

by the simple adaptive equation and the&,mter b_is Tixed regardless of video
the

sequences. The parameter b is related to pe in t posed model. As shown in
Figure 5, each sequence has a unique Vi Ibg slope. As a result, the proposed model

is more adaptive to the changes of vi ara@%
4. Experimental Resulb!&e

Numerous experimentshave bee ted to evaluate the performance of the
proposed R-Q mode], ;Q, has be@plemented with the latest version of the JVT
reference software’ using haseline profile. The results achieved by the proposed
model are compar *;u those ved using Jing et al.’s model [10].

The same % parameters are used for both algorithms in order to ensure that the
comparison r. F t@experiments, rate-distortion optimization is enabled, and
CAVLC is used for ent oding. An “IPPPP...” GOP structure with a GOP size of 2 is
used. That is, one in two frames is encoded using intra-coding mode. The network
bandwidth is ass 0 be 80kbps. The simulation was conducted with the first 300
frames of six Q est sequences of Akiyo, Bridge-Far, Coastguard, Grandma, Hall, and
Salesman.
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Figure 6. Randomly Selected QP Values for 150 Frames
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In our experiments, the first GOP of a sequence is encoded with the initial QP value of
30, which is determined by the way of JVT-G012. The initial QP values of the following
GOP’s are randomly determined, and the values are between 20 and 40. Figure 6 shows
the randomly selected QP values by frames. In order to measure the accuracy of each
model, we calculate the average value of the frame bit rate mismatch as

M :iz Rest,i_Ract,i‘ (20)
N, o

Where N is the total number of encoded I-frames and R.y; and R,; are the estimated
bit rate by the R-Q model and the actual bit rate after encoding for the ith frame,
respectively. ¢

The major issue for the R-Q modeling is the accuracy of the estimated bit . rhus,
the average mismatch value of each sequence is listed in Table 1 in order, are the
performances of the proposed model and Jing et al.’s modelReduction aqﬁhe Table 1
implies the percentage of the bit rate mismatch of the pﬁégd mode%\; at of Jing et
al.’s model. The proposed scheme shows better performance’ thag Jin al.’s model in
terms of the average value of the bit rate misrr@% average, mismatch of our
model is about 50.2% of that of Jing et al.’s mod the cage randma sequence, we
have reduced the estimation error up to 28.5%,@hat of the exisging method.

Table 1. Comparison of. Q\vera e ﬁ%giate Mismatch
P IPverads

Video Avéfage’‘mismatch (oits) Reduction
Sequence Jing é(aéj 3 YProposed Rate (%)

Akiyo ] A Y 3576 51.8
Bridge-far 2188 A 800.6 36.1
Coastguard _ () 2364.9 N\ 1967.3 83.2
Grandma ___*| ALY 20769 " Y 592.2 285
Hall 7 902%\ 500.1 55.0
Salesman_ Al \J A2R7. 1114.4 46.7
Yy N/ °

N
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The frame-to-frame mismatch results of four sequences are shown in Figure 7, where it
is shown that better results are obtained by the proposed model than Jing et al.” model.
This is due to the fact that our scheme can efficiently adjust the model parameters based
on the frame complexity measures. Comparing with Jing et al.’s model, no abrupt
fluctuation of bit rate mismatch is observed in our scheme. Therefore, our R-Q model is
more robust and efficient for H.264/AVC intra-frame rate estimation.

5. Conclusions

H.264/AVC video coding standard has many advanced features, so it has also been
applied to the video sensor networks. In the network where the bandwidth is limited such
as video sensor networks, the control for intra-frames is significant. In this paper, an
adaptive fame complexity-based bit rate model for H.264/AVC video coding been
proposed. The proposed algorithm takes the characteristics of each video se
consideration by using the gradient of each frame. In addition, the %
captures the diversities of each frame and each sequencri%iug the

c

of Kalman
the QP. The

filtering, so it can precisely estimate the output bit r a fun

proposed model does not require any pre-encodin .
Thus, it is suitable for H.264/AVC video codmg@a time .4Expefirhental results show
han t e existing method.

that the proposed scheme achieves better perform
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