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Abstract 

A hand gesture recognition system for American sign language (ASL) using 

hierarchical features based on an infrared image is proposed. To reduce the error rate 

and illumination chage, the infrared image is used in this article. Hierarchical features 

consist of object extern, Hu-moment invariants, and direction features. First, circularity 

and eccentricity can be computed from the object extern feature. And then, ASL is 

classified by K-means using them. Next, the moment invariants features are used to 

recognize hand gestures by back-propagation (BP). Finally, the direction feature can 

accurately classify similar gestures like G and Z, I and J, U and H. The goal of this article 

is to achieve an efficient and effective hand gesture recognition system that meets the high 

recognition rate of gestures. Through experiments, the recognition rate for the proposed 

method is 97.15% and it takes 0.046 s to process one frame. 
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1. Introduction 

A gesture is simple and effective means of communication in human machine 

interaction (HMI). Recently, living in the development of information technology (IT) the 

number of people using smart devices is increasing rapidly. Therefore, work on gesture 

recognition studies actively continues. The gesture can transmit various meanings through 

hands, face, legs or body and so on [1-2]. In this article, we study the hand gesture which 

is widely used among gestures. 

The hand gesture recognition methods can be divided into two groups according to the 

contact condition: contact-based method and contactless-based method. Typical contact-

based methods are finger sensors method and an electromyogram (EMG) sensor method. 

The finger sensors method which has sensors each finger extracts the information of 

moving finger regardless position and direction of hand. The EMG sensor method 

measures muscular motion. It should exactly recognize hand gestures. However, it is 

expensive. Also, it is inconvenient and fatigue increases on wearing sensors for a long 

time [3-6]. The contactless-based method is used for image of hand gesture such as 

cameras. It is convenient and has low prices. Therefore, the contactless method is widely 

used in hand gesture recognition. However, it is vulnerable to sudden illumination 

changes and complex backgrounds. 

The hand gesture recognition system proposed in this article employs the contactless 

method based on camera. To offset weakness in the contactless method, it presents 

hierarchical features in infrared image based on the Kinect camera for the high 

recognition [7]. 

The rest of this article is organized as follows. In Section 2, relevant theories Hu-

moment invariants and back propagation (BP) are introduced. The proposed method is 

described in Section 3. The experimental results and recognition performances are in 

Section 4. Finally, conclusions are given in Section 5. 
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2. Relevant Theories 
 

2.1. Hu-Moment Invariants 

A method of moment invariants is another of shape descriptor. The shape descriptor is 

a series of numeric character set represented as pixel and position values of whole image. 

In case that two dimensional image with x and y axis is function f(x, y), geometric 

moments is defined as follows:  

    ∑ ∑           

   

   

   

   

 

(1) 

Where p and q are zeros or grater valid integers than zero, (p+q) is the order of moment 

N is pixel size in width and M is pixel size in height. 

Central moment for image‟s center of gravity is  

    ∑ ∑                  

   

   

   

   

 

(2) 

Where                              
An advantage of existing moment invariants is that it is invariable to moving object; 

however, a disadvantage is that it is sensitive to rotation and size change. Therefore, to 

offset this weakness, seven moment invariants were introduced by Hu in 1962 [8][9].This 

is consisted of nonlinear combination of central moment normalization below three orders. 

Moment normalization can be computed from central moment. 

    
   

   
          

   

 
  . (3) 

Finally, Figure 1 shows seven Hu-moment invariants using equation 3. Four moment 

invariants in red rectangle are only used in this article due to light operation. 
 

 

Figure 1. Hu-Moment Invariants 

2.2. Back-Propagation 

Back-propagation (BP) is kind of delta learning multilayer neural networks model. It 

can be solutions when single layer neural networks can't separate dimensions. 
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Figure 2. The Procedure of Back Propagation Algorithm 

Figure 2 shows the process of BP algorithm. BP learning system is proceeded by error 

back propagating and it is largely made up of three steps. First, applying the learning 

input pattern to the neural networks and calculate output values and then, find out error 

values by calculating subtraction of output values and desired values. Lastly, back 

propagating error values to the output and hidden layers for changing weight values. 

Learning process can take long time but after learning, It shows fast speed in processing 

[10-13]. 

 

3. The Proposed Method 

The proposed recognition system is shown in Figure 3. This has three steps. The first 

step is an execution of the preprocessing for hand region. The second step involves 

hierarchical features construction. The last step is the classification of the hand gestures 

using BP. Finally, the proposed recognition system finds the most accurate hand gestures. 
 

 

Figure 3. The Process of Proposed Method in this Article 

3.1. Preprocessing for Hand Region 

A flowchart for preprocessing based on images generation is shown in Figure 4. These 

images are used in hierarchical features of next steps. RGB image and depth image 
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through infrared transceiver were obtained from kinect. The distance limit is from 55 to 

85cm based on camera when you hold up your hand in seating for recognization. Depth 

image is used for the segmentation, extraction of object(hand), and background area. 

After binary, detected obejct(hand) is setted to region of interest(ROI) using 4-connected 

labeling. However, hand region can contain noise types such as shadows and 

illuminations. Therefore, it needs to remove inner noises usig labeling again. And then, 

distance transform vector is used here to find the accurate center point in hand. The 

distance transform vector provides weight as the distance to a specified pixel. As the 

distance increases, the pixel value increases form 0 to 255. When the pixel value exceeds 

a the certain level(255), it starts from 0 again [14]. The region under the wrist is removed 

based on center point. Radius(r) in palm can be computed from center point and weight of 

brightness. The outside of a green circle with radius ´r´(-25°~-135° region) is removed 

owing to unnecessary region for gesture recognition. Figure 5 shows the elimination 

process of the arm region. Figure 6 shows the resulting images of preprocessing. 
 

 

Figure 4. Flowchart for the Preprocessing Based on Images Generation 

    

(a)                      (b) 

Figure 5. The Elimination Process for the Arm Region 
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(a) Depth             (b) Binary             (c) Edge 

Figure 6. The Resulting Images of the Preprocessing 

3.2. Hierarchical Features 

Figure 7 shows the flowchart of hand gesture recognition using the hierarchical 

features. First, circularity and eccentricity can be computed from the object extern feature. 

And then, ASL is classified by K-means using them. Next, the moment invariants features 

are used to recognize hand gestures by back-propagation(BP). Finally, the direction 

feature can accurately classify similar gestures like G and Z, I and J, U and H. 
 

 

Figure 7. The Flowchart of Hand Gesture Recognition Using the Hierarchical 
Features 

Hierarchical features are computed from obtained images(infrared image, binary image, 

edge image). Hierarchical features consist of object extern, Hu-moment invariants, and 

direction feature. First, the object extern feature calculates circularity and eccentricity. 

Circularity can be defined as 

                                    (4) 

 

Where perimeter is the hand external perimeter and Area is hand region. 

Eccentricity is a parameter associated with every conic Section. It can be thought of as 

a measure of  how much the conic Section deviates from being circular. The eccentricity 

can be computed from minor and major axis: 

             
√     

 
 

 

(5) 

Where a is the length of the semi-major axis and b is the length of the semi-minor axis. 

Here, using moment invariant features, the eccentricity can be redefined as follow: 

             
         

      
 

         
 

 
(6) 
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Table 1 shows the resulting values of circularity and eccentricity each hand gesture. In 

case of similar hand gestures, the values of circularity and eccentricity are alike [15-16]. 

Table 1. The Resulting Values of Circularity and Eccentricity Each Hand 
Gesture 

Hand Circularity Eccentricity Hand Circularity Eccentricity 

1 0.51 0.52 J 0.5 0.81 

2 0.34 0.43 K 0.37 0.41 

3 0.26 1.14 L 0.36 1.59 

4 0.22 0.91 M 0.67 1.39 

5 0.19 1.03 N 0.8 1.33 

6 0.26 0.44 O 0.8 0.94 

7 0.25 0.7 P 0.46 0.85 

8 0.28 0.85 Q 0.37 0.89 

9 0.27 0.68 R 0.46 0.4 

A 0.86 1.52 S 0.78 1.25 

B 0.72 0.49 T 0.74 1.03 

C 0.37 0.73 U 0.5 0.28 

D 0.52 0.5 V 0.31 0.37 

E 0.77 0.75 W 0.28 0.57 

F 0.59 0.51 X 0.52 0.8 

G 0.56 0.58 Y 0.38 1.33 

H 0.54 0.33 Z 0.52 0.51 

I 0.53 0.82    

 

The circularity sets x-axis and the eccentricity sets y-axis. And then ASL is clusterd by 

K-means. The K-means is an intuitive algorithm based on distance [17]. In this article, the 

number of clustering sets 10. Figure 8 shows the clustering result of ASL by K-means. 
 

 

Figure 8. The Clustering Result of the ASL by K-Means 
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Table 2. The Cfor Correcting the Angle 

              Range of   

zero zero 0˚  

zero + +45˚  

zero - -45˚  

+ zero 0˚  

- zero -90˚  

+ +   
 

 
      

    

       

 0˚~45˚ 

+ -   
 

 
      

    

       

 -45˚~0˚ 

- +   
 

 
      

    

       
+90˚ 45˚~90˚ 

- -   
 

 
      

    

       

 -90˚~-45˚ 

 

In the clusters included two or more elements, moment values are computed from Hu-

moment invariants. ASL is classified according to Momentum BP ANN using          

among moment values. In case of similar moment values, some gestures among ASL are 

additionally classified according to the direction feature. The direction feature is used in 

the major and minor axises of ellipse for intrinsic direction information of hand gestures. 

The gradient of object indicates relative Figure using the combination of moment values 

in Equation (7).  

  
 

 
      

    

       

 (7) 

Table 2 shows the conditions for correcting the angle. In this article, „I, J‟ in 2-cluster, 

„U, H‟ in 4-cluster, „G, Z‟ in 9-cluster are classified using the direction feature in Table 3. 

Table 3. The Range of the Diretion Feature According to Gestures 

Gestures Range of the direction feature 

I and J                              

G and Z                              

U and H                            

 

4. Experimental Results 
 

4.1. Experimental Environment 

The proposed algorithm is implemented in Microsoft foundation class (MFC) based on 

Visual Studio 2008 C++ and carried out on a PC with a 3.4GHz Intel Core i7 processor 

with 8GB of memory. Experiment used a Kinect camera with infrared light. This camera 

has advantages. The first is invariant to lighting changes. The second can easily detect the 

hand image regardless of the background image due to immediately get depth information 

through hardware. 
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4.2. Experimental Results 

Figure 9 shows the resulting images of the preprocessing in ASL „P‟. Figure 10 shows 

the resulting images of ASL recognition. In each Figure, a top right image is RGB image, 

a bottom right image is hand detection image in infrared image. And five top left images 

are binary image deleted inner noise, edge detection image, a depth invariants image, an 

infrared image, and a binary image by turns. Consol window indicates width, height, the 

number of pixels in hand region, edge length, area, circularity, eccentricity, moment 

values and angle value. Finally, a bottom center image is recognition resulting image. 
 

 

Figure 9. The Resulting Images of the Preprocessing 

 

(a) I                           (b) J             

 

(c) U                           (d) H             

 

(e) G                           (f) Z             

Figure 10. The ASL Recognition Results (I, J, U, H, G, Z) 
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Table 4. The Comparison of the Recognition Rate and Average Processing 
Time for Each Method 

 

Methods  

The method based on 

contour 

The method without 

direction 
The proposed method 

Recognition 

rate(%) 
93.81 95.21 97.15 

Sec/frame 0.046 0.039 0.041 

 

Table 4 indicates the comparison of the recognition rate and average processing time 

for each method. The recognition rate of the proposed method is higher than other 

methods. Through experiments, the proposed method can increase the recognition rate at 

about 3.34%. In case of the proposed method, it takes 0.041 s to process one frame. 

Owing to extracting direction information, it is slower than the method without direction. 

However, the proposed method is faster than the method based on contour and it is 

sufficient time to recognize the hand gestures in real time. 

 

5. Conclusions 

A hand gestures recognition system based on hierarchical features is proposed for 

accurate recognition of ASL. This article has demonstrated that similar hand gestures can 

be classified using hierarchical features. In general, the recognition rate of the proposed 

method is higher than other methods. The average recognition rate for the proposed 

method is 97.15%. Through experiments, the proposed method can increase the 

recognition rate about 3.34%. In this article, we improve the recognition rate through the 

experiments of various gestures. By using the hand gesture recognition system, the 

application of the complex shape recognition is expected in future. 
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