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Abstract 

Disease conditions in the human brain can be detected by using medical image 

analysis. Content Based Image Retrieval of medical images can be used as an alternative 

to recognize the medical images of the human brain. In CBIR, feature extraction and 

recognition methods was an important feature because of medical image was different 

from the general image. In this study medical images that contain clinical information 

will be used as feature extraction using a canny edge detection and recognition features 

using non-negative matrix Factorization (NNMF). The purpose of this paper was to 

describe the use of canny edge detection and NNMF in CBIR. So CBIR could provide 

information on brain diseases and abnormalities. The results showed that the detection of 

disease in the human brain can be done by using both methods with good results if done 

preprocessing using histogram equalization. 

 

Keywords: Retrieval Image, CBIR, Medical Image, Non-Negative Matrix Factorization 

 

1. Introduction 

Brain is an organ that often suffered with abnormalities. Some disorders that can occur 

in the brain is alzheimer or brain cancer (glioma). To make it easier to identify 

abnormalities in brain, Content Based Image Retrieval (CBIR) can be used as a tool. 

CBIR system uses visual information which extracted from image to retrieve most similar 

image which the query image. This system doesn’t use the diagnostic information for 

image retrieval but recognize a specific pattern.  

Retrieval process of medical image have differences with other digital images. Medical 

images have similar visual features among one and the others, therefore, to compare 

between two similar medical images would be very difficult and retrieval performance 

will be reduced. To resolve this problem, the most important thing in developing a CBIR 

system for medical images is how to determine the effective image feature. 

To improve performance of images feature extraction, effective methods of 

representative features are required to extract features from medical images [1]. Some 

method for feature extraction can be uses in medical image retrieval are canny edge 

detection [2], exact legendre moments [3], and wavelet transformation [4]. 
Identify existing features used Non-negative Matrix Factorization (NNMF). NNMF has 

been implemented into various applications such as face recognition [5], image 

classification [6], facial expression recognition [7], and face detection [8]. NNMF is a 

method for describing data into two factors with nonnegative entries [9]. NNMF can 

reduce the dimension of image [10]. NNMF have good accuracy when using all the 

information in the image as feature. Results of NNMF reconstruction produce quality 

images that are similar to the original image. 
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2. Related Work 

Medical image contain feature-richer than general image. This is main between image 

retrieval systems of medical images and non-medical images [11]. These feature are 

extracted by using canny edge detection. The canny edge detection algorithm is known to 

many as the optimal edge detector [12]. The canny edge detector smoothes the image to 

eliminate noise. It then finds the image gradient to highlight regions with high spatial 

derivatives. The algorithm then tracks along these regions and suppresses any pixel that is 

not at the maximum (non-maximum suppression). The gradient array is now further 

reduced by hysteresis. Hysteresis is used to track along the remaining pixels that have not 

been suppressed. Hysteresis uses two thresholds and if the magnitude is below the first 

threshold, it is set to zero (made a non-edge). If the magnitude is above the high threshold, 

it is made an edge [13]. 

After feature extraction with canny edge detection, Dimension reduction process will 

be done by using NNMF method. Non-Negative Matrix Factorization (NMF) is a linear 

dimension reduction technique which has a non-negative constraints. These constraints 

produced a partial based representation because these constraits only allow addition, not 

reduction or combination of both [14]. Non-Negative Matrix Factorization produced a 

non-negative matrix called X. X matrix contains the data that will be used for feature 

recognize. Then there are 3 matrix is used to make image factorization with NNMF 

method.  

𝑋𝑖𝜇 ≈ ( 𝑊𝐻)𝑖𝜇 =  ∑ 𝑊𝑖𝑎𝐻𝑎𝜇

𝑟

𝑎=1

 

 

For instance, W is a n * r matrix and H is a r * m matrix, so if W is multiplied by the H 

matrix, it will generate X which is a n x m matrix. Each column in X matrix containing 

the non-negative pixel value of each row. W matrix is referred as the base image, while 

the matrix H is referred as encoding and each column in H matrix associated with the 

existing image data in X matrix. The value of r value in W and H matrix usually obtained 

from the results of the experiment with conditions (n + m) *r < nm, and the results of the 

W*H can be considered as a form of data compression of X. Each value in matrix must be 

positive. Because of non-negative constraint made on decomposition process, 

reconstruction of images is formed with the addition of the image-based composition.  

Based on matrix factorization of formula NNMF, it is necessary to find W and H 

matrix from X matrix, which W and H matrix contains a database of images. Formula to 

find the matrix W and H are: 

𝑊𝑖𝑎 ←  𝑊𝑖𝑎  ∑
𝑋𝑖𝜇
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𝑋𝑖𝜇

(𝑊𝐻)𝑖𝜇

 

𝜇

 

 

The initial process in NNMF is creating a random non negative W and H matrix. 

And then using the above formula, the most optimal matrix W and H will determine. 

W and H will be used for multiplication process to find matrix that closet to X [15]. 

 

3. Methodology 

Medical image retrieval process consists of two main processes which are training and 

retrieval process. The methodology used in retrieval process can be seen in Figure 1. 
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Figure 1. Medical Image Retrieval Process 

Figure 1 shows that the processes which will be done are preprocessing by using 

histogram equalization, feature extraction by using canny edge detection, and features 

recognition by using non-negative matrix Factorization. All these processes will be 

applied to both training and retrieval process. Feature recognition resulted from training 

process will be stored into database. Then, feature recognition resulted from query image 

retrieval process will be compared with existing data in database. Euclidean distance 

method will be used to determine similarity between two images. 

 

4. Result and Discussion 

The tools used in this research is MATLAB 2012. The brain medical images will be 

divided into three classes, which are normal, alzheimer and glioma. Each classes 

consisted of 40 images. Each image will be resized into 256 x 256 pixels. Before the 

training or retrieval process of medical images. Preprocessing will be done by Histogram 

Equalization. It can make us easier when reading the information from medical image.  

Tests that will be conducted consist of comparing the results of image retrieval by 

using a non-preprocessing image or preprocessing image. Based on the test that will be 

done, two types of data storage is needed one for non-preprocessing image and 

preprocessing image. The image sample that will be used in this research will be selected 

from each class. Each class provide ten images for query image. Images is chosen 

randomly from data source. These tests will result other ten most similar results compared 

with query image.  

The tests process will begin by converting the query image into a grayscale image. 

After that, the feature extraction process with canny edge detection and recognition with 

Non-negative Matrix Factorization method will be done. The results of these NNMF will 

be compared with the results of NNMF existing in the database.  

By using Matlab 2012, a snippet of program to make grayscaling, canny edge detection 

and non-negative matrix factorization process can be seen in Figure 2. 
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Figure 2. Non-preprocessing Snippet 

Figure 2 shows that histogram equalization process is not will used in the 

preprocessing. So medical image will not changed and looks the same as image from the 

data source. Results of retrieval by using non-preprocessing image can be seen in Figure 

3. 

 

 

Figure 3. The Image Retrieval Results with Query Image of Normal by 
Using Non-preprocessing Image 

Figure 3 shows that the retrieval system displayed the 10 most similar images 

with query image. Only six content image that relevant to the query image. After 

tests non-image preprocessing, the next testing is retrieval of preprocessing image. 

In this research, preprocessing by using histogram equalization.  

In image retrieval process using image preprocessing, Histogram equalization is 

called from built-in function in Matlab 2012. For more details the use of histogram 

equalization function can be seen in the snippet in Figure 4. 
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Figure 4. Preprocessing Program Snippet 

Figure 4 shows that prior to the feature extraction with canny edge detection, image is 

processed with histogram equalization. Histogram equalization process aims to improve 

the quality of the features extraction. The results of preprocessing image retrieval with 

histogram equalization can be seen in Figure 5. 

 

 

Figure 5.  The Image Retrieval Results of with Query Image of Normal by 
Using Preprocessing Image 

The results of image retrieval in Figure 5 shows that the retrieval system successfully 

retrieved 10 images that are relevant to the query image. There is difference between 

image retrieval result by using non-preprocessing image and preprocessing image. These 

different result are cause by the use of histogram equalization in preprocessing method. 

Tests applied to 30 brain medical images consists of 10 normal brain medical images, 

10 Alzheimer brain medical images and 10 glioma brain medical images. These tests will 

be applied with two different type which are 500 and 1000, and different type of k values 

are 10, 20, 50, and 100. These test are determine which method that produced a good 

average precision value. So the test results for each condition of the brain can be seen in 

Table 1. 
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Table 1. Comparison Image Retrieval between Preprocessing Image and 
Non-preprocessing Image 

Condition rank 
Image 

Preprocessing Non-preprocessing 

Normal 

10 92 % 55 % 

20 83 % 47 % 

50 77 % 47 % 

100 68 % 39 % 

Average Precision of Normal Brain 80 % 59 % 

Glioma 

10 61% 65 % 

20 57 % 66 % 

50 58 % 71 % 

100 61 % 75 % 

Average Precision of Glioma Brain 60 % 66 % 

Alzheimer 

10 92% 79 % 

20 91 % 75 % 

50 99 % 68 % 

100 90 % 61 % 

Average Precision of Alzheimer Brain 91 % 58 % 

Average Precision of all 77 % 61 % 

 

Table 1 shows that the image retrieval process produced good precision value if using 

preprocessing image was used Histogram Equalization. Having in mind that the image 

retrieval process was better when image preprocessing was used, then further testing 

using only the image preprocessing. The results of a comparison average precision of 

each condition of the brain can be seen in Figure 6. 

 

 
 

 

Figure 6. Average Precision of Image Retrieval; (a). Alzheimer Brain (b) 
Glioma Brain (c). Normal Brain 

(a) (b) 
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By examining at the graph in Figure 6, it can be said that the use of image 

preprocessing could improve the retrieval process, especially for normal and Alzheimer 

brain condition. In conditions mentioned before the graphs showed a significant 

difference between preprocessing image and non-preprocessing image. 

The next test was conducted to determine the maximum iteration value that produced 

the best precision value. As already known in earlier tests, the maximum iteration value 

are 500 and 1000 was used. The results of these tests can be seen in Table 2. 

Table 2. Comparison of Average Precision with Different of Maximum 
Iteration Value 

Condition 

Maximum iteration 

500 100 

Normal 80 % 81 % 

Glioma 59 % 61 % 

Alzheimer 93 % 81 % 

Rata-rata 77 % 77 % 

 

From Table 2, it can be concluded that the differences in the use of maximum 

iterations in this research did not affect the results of image retrieval. Therefore, to 

speed up the testing process, maximum iterations value of 500 was used. The next 

test was to determine factorization value or rank value (k) which produces the best 

value of average precision. The test results can be seen in Table 3. 

Table 3. Comparison of Average Precision with Different Rank Values 

 

Based on test results in Table 3, rank value (k) of 10 was provided better precision than 

rank value of 20, 50, and 100. In addition, when the rank value of 10 was used processing 

time would be faster. Because the use of small rank value would produce a small matrix 

factorization. The test results can be seen in Figure 7. 

 

Rank 

Condition 

Average 

Normal Alzheimer Glioma 

10 92 % 92 % 61 % 82% 

20 83 % 91% 57 % 77% 

50 77 % 99 % 58 % 78% 

100 68 % 90 % 61 % 73% 
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Figure 7. Comparison of Average Precision with Maximum Iteration Value of 
500 and the Different of Value Rank 

Figure 7 presents the comparison of average precision value when viewed from 

different of rank values. The results indicated that are using rank value of 10 would not 

make a significant decrease. 

 

5. Conclusion 

The average precision value of image retrieval using preprocessing with histogram 

equalization was better than without preprocessing. The value of average precision on 

preprocessing image was 77%. And Maximum iterations value in this research did not 

affect average precision value in image retrieval process. In addition, rank value of 10 

made better retrieval process than the rank value of 20, 50 and 100. Average precision 

value at value rank of 10 was 82%. And last, the retrieval process produced highest value 

of average precision in Alzheimer's and Normal image. Its average precision value was 

92%. 
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