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Abstract 

Software effort estimation is the key task for the effective project management. It is 

widely used for planning and monitoring software project development as a means to 

deliver the product on time and within budget. So far, no model has been proved to be 

successful at effectively and accurately estimating software development effort. So it is 

useful to research a particular model for a particular type of project. This paper present 

an approach for small organic project, based on our previous work. Besides using Gauss-

Newton model to calibrate the parameters of the COCOMO, using Fuzzy logic algorithm 

to optimize it, we also imply Deming Regression, Expert judgment, and Machine learning 

to improve this model. This model is based on historical project data. Experimental 

results show that the model is effective for software estimation. The accuracy comparison 

of each model is presented. 
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1. Introduction 

With the rapid development of networks and information technology, software projects 

have become widely used and increasingly powerful in all fields. Software effort 

estimation is one of the important tasks for software project management. Several 

approaches for generating predictive models from collected metrics have been proposed 

throughout the years. But, it is very hard to estimate software development effort 

accurately. 

Conventional approaches to software cost estimation have focused on algorithmic cost 

models, where an estimate of effort is calculated from one or more numerical inputs via a 

mathematical model. Analogy-based estimation has recently emerged as a promising 

approach, with comparable accuracy to algorithmic methods in some studies, and it is 

potentially easier to understand and apply.  

Accurate software estimation can provide powerful assistance when software 

management decisions are being made. For instance, accurate cost estimation can help an 

organization to better analyze the feasibility of a project and to effectively manage the 

software development process, therefore, greatly reducing the risk. 

Lots of attempts [1-7] have been made to solve the problem in the last few decades, no 

approach has proven to be successful in effectively and consistently predicting software 

effort. 

So it is useful to research a model for particular type of project. This paper offers a new 

approach to estimate the software effort for organic project based on the data of historical 

projects. We have taken into consideration the features of the effort estimation problem 
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and some techniques. We improved our previous job [1] which applied Gauss-Newton 

model and Fuzzy model to the COCOMO, and have validated with later project . 

In this paper, we explore the possibility of improving the process of modeling. Gauss-

Newton algorithm, Deming Regression, Expert judgment and Machine learning are used 

in our model, meanwhile we have given a comparison between them. 

 

2. Related Work   

Estimating effort involving expert judgment is one of the most common approach [8-

9]. There are two major approaches to prediction using expert judgment, namely, top-

down and bottom-up [10]. In top down approach, effort estimate is based on properties of 

the project as a whole and distributed over project activities. Whereas in bottom-up 

approach, effort is calculated as a sum of the project activities estimate. Bottom-up 

technique provides relatively more accurate estimates but is more time consuming. 

Prediction by analogy is another common approach for effort estimation and is an 

application of a Case-Based Reasoning (CBR) approach [11-12]. It is based on the claim 

that ‘‘Project efforts to be estimated will probably behave like efforts of similar past 

projects’’[12]. Prediction using analogy involves characterizing the project for which an 

estimate is required. This characterization then forms the basis for finding similar or 

analogous completed projects for which effort is known. These effort values are then 

used, possibly with adjustment, to generate the predicted value. 

Algorithmic models are one of the most widely used and experimented model in the 

research and practice [13]. They are widely used in the industry as well. There are many 

algorithmic models proposed in the literature among them the popular ones are 

COCOMO, SLIM, and SEER-SEM models [14-16]. Effort is estimated as a mathematical 

function of product, project and process attributes whose values are generally estimated 

by the project managers. There is plenty of literature discussing algorithmic models 

specially the COCOMO based models. Interested readers can refer to [14]. 

Non-algorithmic approaches that are based on machine learning and soft 

computing are relatively newer area of research [17-18]. These include Bayesian 

belief networks [19], fuzzy logic [20-22], artificial neural networks [23] and 

evolutionary computation [24-25]. There are some work using more than one soft 

computing technique in their prediction models like neuro-fuzzy and neuro-genetic 

[26-28]. 

The other area of research is to come up with software size metrics  to estimate 

the size of software to be developed. There are a number of size metrics proposed in 

the literature to estimate the size of software to be developed [28]. 

Our approaches are related with the standard COCOMO model, Gauss–newton 

algorithm, Deming Regression and fuzzy logic model, we briefly review these 

techniques. 

 

2.1. COCOMO Model 

The COCOMO model originally published by Boehm is one of most popular 

parametric cost estimation models of the 1980s [1], [29]. At present, the model is still the 

most important in the software field. In the middle of 1990’s, Boehm proposed 

COCOMO II [2-3] based on COCOMO81. Nowadays, it is considered as one of the most 

extensively used and approved software estimating model in academia and industrial area. 

The basic principle of COCOMO model is to express effort with software size and a 

series of cost factor, as the following equation: 

 

( ) ( )
B

PM A Size EM                                       (1) 
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2.2. Gauss–Newton Algorithm   

Gauss–Newton algorithm is a method used to solve non-linear least squares problems. 

The method is named after the mathematicians Carl Friedrich Gauss and Isaac Newton 

[29-30]. 

Non-linear least squares problems arise for instance in non-linear regression, where 

parameters in a model are sought such that the model is in good agreement with available 

observations. 

Given m functions r = (r1,…,rm) of n variables β= (β1,…,βn), with m ≥ n, the Gauss–

Newton algorithm finds the minimum of the sum of squares, as in (2).  





m

i

irS
1

2 )()(                                 (2) 

Starting with an initial guess  (0) for the minimum, the method proceeds by the 

iterations, as in (3). 
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Δ is a small step. We then have.  

If we define the Jacobian matrix as in (4). 
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and the Hessian matrix can be approximated by  (5). 
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(assuming small residual), giving: rr JJ 

.We then take the derivative with respect to 

 and set it equal to zero to find a solution as in (6). 
( )

( ) 0
S

r r r
S J r J J

                 (6) 

This can be rearranged to give the normal equations which can be solved for Δ as in 

(7). 

( ) -
r r r r

J J J J
 

                      (7) 

In data fitting, where the goal is to find the parameters β such that a given model 

function y=f(x, β) fits best some data points (xi, yi), the functions ri are the residuals. 

( ) - ( , )
i i i

r y f x 
 

Then, the increment  can be expressed in terms of the Jacobian of the function f, as in 

(8). 

rJJ ff


 fJ)(                       (8) 

 

2.3. Deming Regression  

Deming regression is a form of errors-in-variables model which tries to fit the best line 

on a dataset assuming measurement errors for both sets of measurements [31-32].  

Let us assume that the available historical data are erroneously measured observations 

of the true, but unknown. The measured value is likely to deviate from the true value by 
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some small “random” amount. For a given dataset ( ii yx ,  ), the equations describing the 

model are: 

 

                                             iii Xx                                   (9) 

                                             iii Yy                                    (10) 

Where   error terms i   and  i   are assumed to be independent normal variables with 

zero mean values. In order to estimate the regression line by the Deming methodology, it 

is necessary to evaluate or assign a value to the ratio λ of the variances of ε and δ for the x 

and y, respectively.                           

            (11) 

 

 

The objective of Deming regression is to find the best fitting line 

                                  ii XY 10                                            (12) 

 

such that the weighted SSR of the model is minimized. 

                                                                                                                                              

                         

（13）                                                                                                                                          

The value of λ 

determines the angle in which the points are projected onto the line in order to minimize 

SSR [33]. By setting  λ=1, the results of Deming regression is equal to the results of 

orthogonal regression which takes into account the distance of each data point from the 

line .The final estimates of the parameters by Deming regression are given by  
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It must be noted that the value of λ is not known in advance and it can be estimated 

only by designing a study where multiple measurements of the same projects are taken 

and these measurements vary. Since in historical data such information is not available, 

we take in our applications the simplest orthogonal case, λ=1 which usually gives better 

results. 

 

2.4. Expert Judgment  

Expert opinion can be defined as the judgment of an individual expert or group of 

experts with respect to a specific subject or unknown measure. 

Expert judgment has been considered particularly useful in 1) areas where empirical 

data is not easily available, and 2)when estimating complex, ill defined or poorly 

understood problems. Both these dimensions can be seen as underlying reasons why 

expert judgment is widely used as an approach to software estimation [34-35]. 

 

2.5. Machine Learning   

We will briefly describe the main characteristics of the machine learning algorithms 

compared [36-41]. 

Linear regression (LR) is a method to model the linear relationship between a scalar 

dependent variable y and one or more independent variables x. 

Least Median Square (LMS) method is one of the statistical methods for solving the 

equations which are more than unknown. This method almost used in analytical 

regression. In fact, Least Median Square is a method for fitting the dataset. The least 

Median Square must yield the smallest value for the median of squared residuals 

computed for the entire data set. It means the residuals, the difference between real data 

and predicted data. 

M5P is a tree learner and consists of binary decision tree which learns a "model" tree. 

This is a decision tree with linear regression functions at the leaves. It is used to predict a 

numeric target attribute. It may be piecewise fit to the target [40-41]. 

REPtree (RT) Builds a decision tree using information gain and prunes it using 

reduced-error pruning (with back fitting).  Only sorts values for numeric attributes once. 

Missing values are dealt with by splitting the corresponding instances into pieces [41]. 

Sequential minimal optimization (SMO) [36-37]  was proposed as an iterative 

algorithm. This algorithm uses SVM for solving regression problem and SVM classifier 

design.  The SMO algorithm has two worthy aspects: implementation is easy and 

computational speed is fast [38]. 

The multilayer perceptron (MLP) is a very simple model of biological neural networks. 

The network is structured in a hierarchical way. Multilayer Perceptron includes some 

nodes located in different layers where the information flows only from one layer to the 

next layer. The first and the last layers are the input and output. Layers between the input 

and output layer are called hidden layers. This network is trained based on back 

propagation error in that the real outputs are compared with network outputs, and the 

weights are set using supervised back propagation to achieve the suitable model [42]. 

 

2.6. Fuzzy Logic Models     

A fuzzy system [43] is a mapping between linguistic terms, such as ‘‘high complexity’’ 

and ‘‘low cost’’ that are attached to variables. Thus an input into a fuzzy system can be 

either numerical or linguistic with the same applying to the output. A typical fuzzy system 

is made up of three major components: fuzzifier, fuzzy inference engine (fuzzy rules) and 

defuzzifier. The fuzzifier transforms the input into linguistic terms using membership 

functions that represent how much a given numerical value of a particular variable fits the 

linguistic term being considered. The fuzzy inference engine performs the mapping 

between the input membership functions and the output membership functions using 
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fuzzy rules that can be obtained from expert knowledge. The greater the input 

membership degree, the stronger the rule fires, thus the stronger the pull towards the 

output membership function.  

Triangular fuzzy numbers are a subset of fuzzy sets with properties that make them 

well suited for modeling and design-type activities. Specifically, it has a triangular shape 

represented by the triple <a, b, c>,like Figure1. 

 

 

Figure 1.Triangular Fuzzy Numbers  

3. Algorithmic Based Estimation Model   

The estimation model for small organic project is a process that takes Line of Codes 

(LOC) as inputs in order to estimate the workloads. So our goal is to fit a curve to data 

from actual software projects. 

 

3.1. Gauss–Newton based Model  

The results of research and practice show that the relationship between Code Line and 

effort is nonlinear [21-22]. And from the trend of the data fitting curve, we also got that 

non-linear regression analysis is fit for our model. Hence, we applied nonlinear regression 

fitting method to form our model in this paper. We tried to gain an equation as a relation 

function between LOC and effort, shown as in (20). 

    ( )y f x                                    (20) 

On the other hand, basing on COCOMO 81 model, we adjusted the form of the model, 

shown as in (21). 

   
bxay                                     (21) 

In the Equation (21), y is represented for the human resource needed (person hour), x is 

represented for Code Lines, “a” and “b” are both parameters. 

Now let’s look at the project data, as in Table 1, which are for the type of small organic 

project. 

Table 1.  Historical  Project Data 

No. 1 2 3 4 5 6 7 8 9 

LOC 41 132 144 176 194 255 291 378 591 

Person-Hour 6 10 11 16 22 30 32 35 42 

 

It is desired to find a model function of the form of (21), that is to say, the model 

function is 
bLOCaPH  ,which fits best the data in the least squares sense, with the 

parameters a and b to be determined. 

Denote by ix
 and iy

 the value of LOC and the Person-Hour from the Table 1, 

i=1,…,9. We will find a and b such that the sum of squares of the residuals, 
b

iii xayr 
, (i=1,…,9) is minimized. 

After seven iterations of the Gauss–Newton algorithm the optimal values a=0.3709 and 

b=0.7547 are obtained. The plot in Figure 2 shows the curve determined by the model for 

the optimal parameters versus the observed data. 
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Figure 2.  LOC-Person Hour 

So, we have achieved the expression of our estimation model as follows: 
7547.03709.0 LOCE      (22) 

                  

 Where E is the effort of Person Hour, and LOC is the size of Line of Codes. 

 

3.2. Deming-Regression based Approach   

In this section, we present the results of Deming regressions described earlier as 

applied to our datasets. The building process is just like  Gauss–Newton based [44-46]. 

As a result, both the dependent effort and size variables are transformed to a natural 

logarithmic scale providing the new variables Eln  and LOCln , respectively. Finally, 

the form of Deming regressions is given in Eq. (23). 

 

LOCaaE lnln 10                                            (23) 

 

Based on the estimated parameters, we construct the regression lines, shown in (24) 
653.0511.0 LOCE                                (24) 

 

4. The Multiplier of Model  

In order to improve estimating accuracy of our model, we also consider the factors that 

impact the effort. Therefore, the equation of our model can be adjusted into (25). 

           

FEEnew                                                   (25) 

 

In Equation (25), F is a multiplier which is a correction factor to our model. And F is 

expressed as in (26). 
55

i

1 1

(w )
i i

i i

F CD CD
 

                                      (26) 

In Equation (26), CD means Cost Driver, w is the Weight of Cost Driver. According 

the character of small organic project, we choose five cost drivers, which are PREX 

(experience), PERS (skill or capability), RCPX (reliability and complexity), PDIF 

(platform difficulty), SCED (Required development schedule), referred to cost drivers of 

CocoMo II. Each cost driver represents one factor that contributes to the development 

effort. We use “CD1”, “CD2”, “CD3”, “CD4”, “CD5” to represent “PREX”, “PERS”, 

“RCPX”, “PDIF”, “SCED’’, respectively. 

Since the importance of every cost driver is different, we maintain the merits of 

correction factor of COCOMO model. 
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Rating of every cost driver is linguistic terms such as “very low”, “low”, “nominal”, 

“high”, “very high”, “extra high”, and the value of every rating can get by referring 

COCOMO II model. 

w is the ratio of these cost driver, also a key of fuzzy evaluation. When we compare 

with each of the two cost driver, it is difficult to describe their importance by number, so 

we use the Triangular Fuzzy Number, by the sequence from high to low to ensure the 

weights of each cost driver [47-48]. 

 

 Step 1: For these cost drivers, considering the importance for them, there should be 

PERS (CD2) > PREX (CD1)> RCPX (CD3)> PDIF (CD4)> SCED (CD5). Here comes to 

the Triangular fuzzy judgment matrix, like Table 2 . 

Table 2. Triangular Fuzzy Judgment Matrix of These Cost Driver Project 
Data 

CD CD1 CD2 CD3 CD4 CD5 

CD1 (1,1,1) (1/3,1/2,1) (2,3,4) (3,4,5) (4,5,6) 

CD2 (1,2,3) (1,1,1) (3,4,5) (4,5,6) (5,6,7) 

CD3 (1/4,1/3,1/2) (1/5,1/4.1/3) (1,1,1) (2,3,4) (3,4,5) 

CD4 (1/5,1/4,1/3) (1/6,1/5,1/4) (1/4,1/3,1/2) (1,1,1) (2,3,4) 

CD5 (1/6,1/5,1/4) (1/7,1/6,1/5) (1/5,1/4,1/3) (1/4,1/3,1/2) (1,1,1) 

 

 Step 2: Computing the weights of cost driver. 
 

(1) From Table 2,we can get the triangular fuzzy weight vector: 
 

w1= (0.29, 0.29, 0.30), 

w2= (0.43, 0.44, 0.42), 

w3= (0.15, 0.15, 0.15), 

w4= (0.082, 0.081, 0.080),  

w5= (0.049, 0.045, 0.045), 
 

(2) For every  row, Adding  each element , we can get : 
 

s1= (2.61, 3.78, 5.08), 

s2= (1.84, 1.95, 2.78), 

s3= (6.45,8.58,10.83), 

s4= (10.25, 13.33, 16.5), 

s5= (15, 19, 23) 

 

(3) Calculating the maximum Eigen value vectorλm ax , we can get the Max Eigen value  

E(λm ax )= 5.27.  

 

(4) Consistency checking 
 

CI=0.067, CR=0.054< 0. 1, And E (λm ax ) < order critical maximum eigenvalue. 

Hence, this Triangular fuzzy matrix satisfy the consistency check. 

  

Step 3: Calculating the Triangular fuzzy weight vectors expectations value 

E(w1) =0.30, 

E(w 2) = 0.43, 

E(w 3) = 0.15, 
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E(w 4) = 0.08, 

E(w 5) = 0.04, 

 

From  these expectations value, weights of each cost driver can be shown as in Table 3.  

Table 3.   Weights of Cost Diver 

Cost driver PREX PERS RCPX PDIF SCED 

w 0.30 0.43 0.15 0.08 0.04 

 

Above all, our estimation model for organic software project is shown as (27) or (28). 

 


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Where (27) is based on Gauss–Newton and (28) is based on Deming regressions. We can 

get iw  from Table 3, 
i

CD  from COCOMO Ⅱ model. 

 

5. Evaluation Criteria  

In order to evaluate these models and the fitting accuracy of Deming regression in 

comparison to that of Gauss–Newton based Model, we use the common evaluation 

criteria in the field of software cost estimation. They are Magnitude Relative Error 

(MRE), Mean magnitude relative error (MMRE) and MdMRE [49-51]. 

 

1) Magnitude Relative Error (MRE) computes the absolute percentage of error between 

actual and predicted effort for each reference project. 

 

i

ii
i Actual

EstimatedActual
MRE


  

2) Mean magnitude relative error (MMRE) calculates the average of MRE over all 

reference projects. Despite of the wide use of MMRE in estimation accuracy, there has 

been a substantive discussion about the efficacy of MMRE in estimation process. MMRE 

has been criticized that is unbalanced in many validation circumstances and leads often to 

overestimation (Shepperd and Schofield, 1997). Moreover, MMRE is not always reliable 

to compare between prediction methods because it is quite related to the measure of MRE 

spread (Foss et al., 2003). 

 





n

i
iMRE

1n

1
MMRE  

 

3) MMRE is sensitive to individual predictions with excessively large MREs. The 

median of MREs (MdMRE), is less sensitive to extreme values and is used as another 

measure [52]. We adopt median of MREs for the n projects (MdMRE) which is less 

sensitive to the extreme values of MRE. 

 

iMREmedian
i

 = MdMRE          
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6. Experimental Results   

In this section, we conduct a series experiments to evaluate the approaches, and give 

the comparison among approaches. 

We collected 10 historical project data for our experiments, described in Table 4. 

Table 4. Experimental  Data 

Project  Staff KLOC Effort 

1 8 300 2000 

2 6 250 300 

3 9 520 600 

4 12 890 690 

5 10 780 600 

6 7 420 520 

7 8 450 390 

8 16 890 2100 

9 15 560 2200 

10 17 670 2300 

 

 First, we describe one of software project. For instance, a case of   organic project, the 

input is 500 LOC, we estimate the effort by (21) will be 40.3872 PH before adaptation, 

shows in Fig. 3. Then we take correction to the value with cost drivers. The values of each 

factor are shown below: PREX =1 (nominal), PERS =1.1 (low), RCPX =1.3 (high), PDIF 

=1 (nominal), SCED =1 (nominal), that is to say, F=0.903. So, the final result of 

estimation is Effort=36.5 Person-Hours. In this case, the project actually took 35 Person-

Hours, MRE=9.6%, this value basically fits the evaluation value from the model. 

 

 

 

Figure 3. A Case of Software Estimation 

On the other hand, we also applied (22)  to estimate the effort of this case,  

MRE=8.9%.Then  using Expert judgment based , the  MRE is 9.5%.Then  using Machine 

learning based, the  MRE is 9.9%. 

The following provides a summarized view of the results with table 4. We calculated 

out that MMRE and MdMRE using these four approaches, shown in Table 5.  As we can 

see from Table 5, the Deming regressions based model seems to be fitted better than 

others. 

Table 5. Performance Figures of Comparison 

Model MMRE  MdMRE 

Gauss–Newton 9.1% 9.0% 

Deming regressions based 8.8% 8.6% 
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Expert based 9.3 9.1 

Machine learning based 9.5 10.2 

 

7. Conclusions   

Software development is a complex process, so is it very difficult to predict software 

development effort accurately. This paper presents a software effort estimation approach 

for small organic project, which is based on my previous work. This approach is based on 

actual project data and well-established theories. And our model used algorithms of 

Gauss-Newton, Deming Regression, Expert judgment and Machine learning. This paper 

gives a comparison between them. Result shows that Deming Regression based approach 

is more accurate than others. In particular, this model has been successfully used in some 

organic project, and has demonstrated great potential to predict software cost more 

accurately. So our approach is more suitable to this type of project. It can provide 

assistance in project planning.  

As future work, we plan to integrate the search autonomously, to improve the 

algorithm and the search for solutions. Also, we will investigate more model for other 

type of project. 
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