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Abstract 

The high false alarm rate appears during the traditional spam recognition method 

processing the large-scale unbalanced data. A method which transforms the unbalanced 

issue into the balanced issue is proposed, when the K-means clustering algorithm is 

improved based on the support vector machine classification model, to obtain the 

balanced training set. Firstly, the improved K-means clustering algorithm clusters spam 

and extracts the typical spam，then the training set consists of the typical spam and 

legitimate messages, and finally the goal of the filtration of spam is realized by trained 

SVM classification model. Comparing the K-SVM filtration method to standard SVM 

method through the experiment, the result indicates that the K-SVM filtration method in 

large-scale unbalance data set can obtain high classified efficiency and the generalization 

performance. 
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1. Introduction 

E-mail is not only a widely channel for information exchange, but also an important 

way to obtain information. However, the email was implanted in commercial 

advertisements, malicious program or unhealthy information; system security and users’ 

life have been seriously threatened and troubled. According to the China Internet 

association anti-spam Center released in 2013 thirty-second "2013Q1 Chinese anti-spam 

report" [1], the first quarter of 2013 Chinese internet users weekly received spam about 

14.6 sealing, which accounted for the overall number of the ratio of 37.37%. How to 

distinguish spam from normal has become a major problem in the area of network 

security. 

Spam filtering problem has become a classic and an important problem in the field of 

network security. The essence of the spam filtering is a text classification problem. In 

recent years, text classification technology has widely focused and developed, due to this 

phenomenon; a lot of text classification method has been successfully applied to spam 

recognition problems. At present, spam filtering model commonly used including several 

ways: (1) filtering model which is based on rules, this kind of method, is by looking for 

particular patterns in the mail content, including the header analysis, mass filter and 

keywords matching methods to spam filtering. The filtering method based on rules mainly 

includes Ripper method [2], decision tree method [3], the rough set method [4], the 

Boosting integrated method [5] and so on. (2) Spam filtering methods based on statistical 

is to solve the e-mail classification, and the classifier is automatically trained according to 

the sample set of spam and normal. The common filtering method based on statistics 

includes Bayesian classification algorithm [6] and Spam filtering method which is based 

on support vector machine (SVM) [7], etc. 
At present, the studies mainly centralizes the balanced spam filtration problem under 
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statistical model, the number receiving the spam is larger than normal. The classification 
of spam then becomes an unbalanced classified question. If we use the traditional 
classification technology directly to process unbalance spam filtration question, the 
normal mail is easily recognized as the spam, which may lead to an inestimable loss to the 
user. How to deal with the problems of unbalanced mass spam is a difficult problem, and 
has an important theoretical significance and application value in the research on 
statistical models. 
 

2. Spam Filtering Model based on Statistics 

Statistics-based spam filtration process mainly includes pretreatment [8], feature 

selection [9], vector representation, the study training and filtration. Among them, the 

main purpose of pretreatment is to extract mail semantic characteristic [10], to realize the 

effective dimensionality reduction and to realize mail vector representation [11]. The 

study training is to get filtration model which is processed by the corresponded training 

algorithm in a labeled training set with extracting feature [12-13]. The filtration 

recognition is to recognize the vector representation mail by the filtration recognition 

algorithm, and make the category mark of mail [14]. The concrete process is as showed in 

Figure 1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Spam Filtering Model based on Statistics 

3. The Improvement of K-means Clustering Algorithm 

Definition: the sample collection for X = {xi}
n

i=1, xi as samples and xi ∈ R
d
, Ct ⊆ X, t 

= 1, 2,... , k, Ct = {xti}
m

i=1, in the first t xti is the ith a sample; Function S (xmi, xmj) is the 

first m class of the ith a sample with the first j a similarity distance between the samples. 
If Ct, t = 1, 2,..., k is the result of clustering, clustering under Ct rigid satisfies: 

(1)⋃ Ct
k
t=1 = X. 

(2)Cz，Cy ⊆ X，Cz ≠ Cy且Cz ∩ Cy = ∅, 

Obtaining 

MAX (S(xzi，xzj)) < 𝑀𝐼𝑁 (S(xzh，xyl)) 

The K-means clustering algorithm is a clustering algorithm which is commonly used. It 

is sensitive to the choice of initial cluster center, so it directly affects the efficiency of the 

algorithm execution. In the traditional K-means value cluster algorithm K initial cluster 

centers are selected with random, therefore, the method may possibly cause the cluster 

result to fall to the local minimum at the same time; while on the other hand may possibly 

cause algorithm the iteration step to increase, which may affect the efficiency of the 
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algorithm implement. 

In order to enhance the ability of K-means clustering algorithm processing the 

large-scale spam filtration, a proposed initial sample choice method is proposed. The main 

idea in the sample concentration is to take the physical distance between K points as the 

initial clustering centers, these centers may possibly belong to the different kind of the 

cluster results, so the initial cluster center itself has contained this effective prior 

information, accordingly reducing the iteration step of algorithm restraining, and 

enhancing the algorithm’s efficiency. What’s more, initial cluster center in the final cluster 

result belongs to the different category, and then, the different sample points with its 

similarity comparison can avoid the local minimum question that the traditional K-means 

clustering algorithm causes. The concrete flow is in the algorithm 1 as follows. 

Algorithm 1: The improved K-means clustering algorithm 

Step1: Choose the K initial cluster center. Let sample collection X= {xi}
n

i=1, cluster 

integer K, the initialization cluster objective function ( 0 )
0J  , the initialization cluster 

center collection center=∅. The choice K cluster center concrete method is:  
Step1.1: Solve sample collection X= {xi}

n
i=1 central c, c

i
 was the ith characteristic of c, 

the computational method was as follows: 

ci =  
x1

i +x2
i +⋯+xn

i

n
                           (1) 

Step1.2: Choose the distance center c which is the farthest sample xi' from sample 

collection X= {xi}
n

i=1, and joins the initial cluster center to gather center. 

Step1.3: According to the formula (2), we can count Center set of samples with 

samples from the center set d (xi, Center), these distances form a distance collections D(xi, 

Center). 
d(xi, center) =  ∑ ‖xi − cj‖

2
，xi ∉ centercj∈center          (2) 

Step1.4: Take non-center to concentrate d (xi, center) which is the biggest xi sample to 

join center. 

Step1.5: If |center| ≥ K, return to a collection center as the initial cluster centers; or 

continue the Step1.3 execution until it is the size of the initial cluster centers center set. 

Step2: Calculate each sample that xi and the distance between the centers of each class 

cj according to the formula (2), and take xi as a member of the class which is most closely 

resemble class center. 

Step3: Compute current objective function according to the formula (3), and calculate 

r
(t)

= J
(t)

-J
(t-1)

, when r
(t)

 is 0 or the limited value is the iteration step, then the cluster finished; 

Otherwise recomputed various class kind of central Cj according to the formula (4) , and 

returns to Step2 to continue to carry out. 

J =  ∑ ∑ dij(xi − cj)i∈cj

k
j=1                          (3) 

Cj =  ∑
xjq

nj
⁄

nj

q=1                      (4) 

 

4. The K-SVM Non-equilibrium Spam Filtering Method 

Traditional spam recognition methods cannot effectively deal with large-scale 

unbalanced spam filtering problem, therefore, we propose a k-means clustering algorithm 

based on support vector machine (K-SVM) spam filtering method, which is the 

combination of unsupervised K-means clustering method and support vector machine 

(SVM) classification method. 

The core idea is to construct the training set from the normal mail and the typical spam 

determined by the improved K-means clustering algorithm, and then the SVM training is 

implemented. The detailed process is in the algorithm 2 as follows. 

Algorithm 2: K-SVM spam filtering algorithm 

Step1: Builds the training set X 'according to algorithm 3.   
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Step2: On the training set X ' train SVM learning, record the training time. 

Step3: Construct the TX test set. Build a test set TX according to the Setp1 to                        

Step4 in algorithm 3. 

Step4: Take the SVM test on set TX tests, record the test accuracy. 

Step5: Algorithm ends. 

Algorithm 3: Building the training set algorithm 

Step1: Construct the initial training regulations. Reading data centralizes n1 normal 

mail gathers X
+
 and n2 spam gathers X

-
, together form training regulations X, the mark of 

normal mail is +1, the mark of spam is -1, and spam's integer n2 must be more than 

normal mail integer n1 (i.e. n2≫n1), and calculates  ρ =  
n2

n1
. 

Step2: Participle processing. The word is the semantic fundamental unit, Chinese is 

different from English; the words naturally divide through the blank space. In order to 

enhance the accuracy of cluster, the mail content needs to be carried on segment 

processing. We use the ICTCLAS participle system to carry on participle processing to 

the training regulations mail in the experiment. 

Step3: Remove the Stop Word. After the segmentation, training regulations and test 

collection contain massive adverbs and auxiliaries, which also contain words that are 

divided by mistake. These words do not contain the important category message; we can 

remove them through the limit characteristic word of length. 

Step4: Feature selection. Dictionary by pretreatment characteristics dimensions is still 

so high, and features of most e-mail dictionary dimension are between 5000-5500, using 

mutual information feature selection method for training set to reduce the objective 

dimension. 

Step5: Spam cluster. For most spam data sets, X
-
 uses modified K-means clustering 

method for clustering, takes the cluster number K=n1, clustering results are X
-
={x

-
i}

k
i=1. 

Step6: Confirm the important spam. According to the formula (4) calculation of 

clustering results for each class in ci
-
the Xi

-
 centers, resulting in spam collection set of 

cluster centers C
-
={ci

-
}

k
i=1, and taking the center of each class as a new spam sample, we 

marked it as -1. 

Step7: Construct a new training set. Combine the Step6 training sample c
- 
merged with 

the normal X
+
 sample collection, and then forms a new set of training samples X'. 

 

5. Experiment Result Analysis 

In order to verify the performance of the K-SVM which is based on the unbalance 

spam classification approach to deal with the large-scale unbalance spam filtration issue, 

we compares standard the SVM method to the K-SVM method. Kernel function chooses 

Gaussian kernel, which is often used in the support vector machines.  

The Gauss nuclear form is as follows: K(x, y) = exp (−||𝑥 − 𝑦||
2

/2σ
2

)[15]
.The values 

of the kernel function of SVM and the penalty factor cannot be directly determined, so we 

selected the most appropriate value by setting a series of experiments. The polynomial 

and Gaussian kernel model experiment is respectively analyzed, obtaining Kernel 

parameter 1 and the penalty parameter 1000 

The experiment uses six training data sets, which take 100 normal letters, and 

respectively 100 (1:1), 200 (1:2), 500 (1:5), 1000 (1:10), 2000 (1:20), 5000 (1:50) spam 

from the CCERT in 2006 May open e-mails. Proportion to spam and normal letters in the 

test set is fully compliant with the training set. Each training set has a corresponding test 

set randomly selected from the entire data set. 

The experiment is conducted in a PC machine (2GHz CPU, the 1G memory), the 

experiment platform selects Matlab2008. 

The evaluating indicator which the experiment uses not only includes training time that 

as mentioned before, also detects the following five important indexes: 
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(1) Normal Mail Rate (NMR), response the probability that the normal mail is 

classified as the normal mail. The definition is: 

NMR =  
NH→H

NH→S+NH→H
                            (5) 

(2) False Alarm Rate (FAR), response the probability that the normal mail is classified 

as the spam. The definition is: 

FAR =  
NH→S

NH→S+NH→H
                            (6) 

(3) Correct Filtration Rate (CFR), response the probability that the spam is classified as 

the spam. The definition is: 

 CFR =  
NS→S

NS→H+NS→S
                             (7) 

(4) Missing Rate (MR), response the probability that the spam is classified as the 

normal mail. The definition is: 

MR =  
NS→H

NS→H+NS→S
                             (8) 

(5) Test Accuracy (TA), response the probability that all mails are classified as the right 

mails. The definition is: 

TA =  
NS→S+NH→H

NS→H+NS→S+NH→S+NH→H
                    (9) 

And, NH→H expressed that normal mail judgment for normal mail number, NH→S 

expressed that normal mail judgment for spam number, NS→S  expressed that spam 

judgment for spam number, NS→H expressed the spam judgment for the normal mail 

number. 

Table 1 lists the experimental results from the K-SVM method and traditional standard 

SVM method in six groups of unbalance proportions training sets. The standard SVM 

spam classification method is expressed by SVM spam in the table, the k-SVM method is 

represented by k-SVM spam. 

Table 1. The Experimental Results 

Evaluating 

indicator 
Algorithm 

Spam proportion 

1:1 1:2 1:5 1:10 1:20 1:50 

TIME (s) 

K-SVM 

spam 
16.97 18.54 20.25 25.92 29.7 38.54 

SVM spam 15.41 20.36 39.78 63.05 291.74 983.3 

NMR (%) 

K-SVM 

spam 
98 99 96 97 96 95 

SVM spam 98 96 90 83 68 41 

FAR (%) 

K-SVM 

spam 
2 1 4 3 4 5 

SVM spam 2 4 10 17 32 59 

CFR (%) 

K-SVM 

spam 
2 1.5 1.8 1.8 2.1 1.84 

SVM spam 2 2 2.4 1.3 0.45 0.2 
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MR (%) 

K-SVM 

spam 
98 98.5 98.2 98.2 97.9 98.12 

SVM spam 98 98 97.6 98.7 99.55 99.8 

TA (%) 

K-SVM 

spam 
98 98.67 97.83 98.09 97.81 98.1 

SVM spam 98 97.33 96.33 97.27 98.05 99.18 

 
Contrast 1: Training time. When training regulations sample size is tiny, for example 

when the total training mail sample integer is 200 or 300, two methods' running times are 

basic. But when the spam sample is increased, the training regulations scale also increases 

correspondingly, specially, when the type training regulations scale is over 5000, the SVM 

spam method's running time suddenly increases, the running time will be nearly 1000 

seconds; K-SVM spam method running time along with training mail scale increases will 

not change hugely, and the running time still maintains within 50 seconds. With the 

increase of spam scale, the unbalanced state of training sample also obviously increases, 

therefore the spam data set's cluster integer also correspondingly increases, finally we 

only take the cluster center data to carry on the training to guarantee the SVM actual 

training regulations scale without increasing with the increase of primitive training 

regulations. Although it will take some time for the pretreatment process, the relative to 

the training process of SVM is negligible. 

Contrast 2: Normal mail rate (NMR) and false alarm rate (FAR). When the training 

regulations scale is more balanced, for example when the rate is 1:1 or 1:2, normal mail 

from the two methods through rate and false alarm rate difference is small. But along with 

sample unbalanced increase, the normal mail rate that SVM spam obtains drops suddenly, 

simultaneously the false alarm rate also correspondingly rises. Specially, when the 

training sample unbalanced state is 1:50, the false alarm rate of training sample is over 

50%, namely many normal mails were treated as the spam to be filtered by the system, so 

it will not be accepted by the users. 

Contrast 3: Correct filtration rate (CFR) and Missing rate (MR). When the training 

regulations sample unbalanced state is small, two methods are almost consistent. But 

along with the training sample unbalanced enhancement, the Missing rate change of 

K-SVM spam method is not huge, but the SVM spam Missing rate gradually reduces, 

specially, when the sample unbalance performance achieves 1:50, the SVM spam Missing 

rate is only 0.2%. 

Contrast 4: Test accuracy (TA), namely accuracy. When the unbalanced state of sample 

is small, two methods' accuracies are almost consistent. But gradually increases along 

with the spam sample, when the training sample unbalanced state increases gradually 

(when for example 1:5 and 1:10), the K-SVM spam accuracy outline is higher than the 

SVM spam accuracy, but along with training sample unbalanced further increase, the 

SVM spam accuracy can change is very high, specially, when the sample unbalanced state 

achieves 1:50, the SVM spam accuracy has achieved over 99%. 

Contrasting the false alarm rate data, we may obtain the K-SVM spam method to have 

the obvious superiority compared to the SVM spam method. The contrast Missing rate 

and accuracy data, SVM spam may be better than the K-SVM spam method, but this is 

only one kind of false appearance. Because, when the training regulations sample size 

does not balance extremely, uses the sorter that SVM spam obtains most normal mail 

judgments is the spam, this lost the significance of spam filtration, and it has violated the 

fundamental principle of spam filtration system design, its Missing rate and whole correct 

precision “superiority” merely is because the spam scale is high, the proportion that 
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accounts for is big, but the SVM spam sorter (including spam and non-spam) judges most 

mails for the spam creates, which cannot explain that this method is dealing with the 

unbalanced spam filtration issue the superiority, instead further confirmed its insufficient. 

Therefore, K-SVM non-equilibrium spam filtering methods through effective compress 

the size of the spam, you can:  

(1) Improve the speed of massive spam filtering. 

(2) Reduce the non-equilibrium spam filtering false alarm rate of the problem. 

 

6. Conclusion 

This article studies the unbalance spam filtration question based the present situation to 

spam filtration. With the improvement of the K-means clustering algorithm, we proposed 

the K-SVM unbalance spam filtration method. 

The pretreatment process consists of constituting the unbalanced training set and test 

set through the extraction of spam and normal mail, carrying on the segment, removing to 

Stop Word, extracting feature. The unbalance spam is classed by the improved K-means 

clustering algorithm based on support vector machine. The smaller training set comes 

from the more important spam and normal mail which are extracted from the clustering 

results. By training the support vector machines, we obtain the training model to 

distinguish the span from the normal. K-SVM method can make improvements in the 

large-scale spam extraction efficiency, and simultaneously guarantees the unbalance spam 

filtration efficiency. 

We will study the extracting outstanding feature method to enhance the ability that the 

K-SVM spam model process the large-scale unbalanced spam. 
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