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Abstract 

Soft set theory proposed by Molodtsov is a new mathematical tool for dealing with the 

uncertain data. Soft set-based dimensionality reduction can be considered as a technique 

for feature selection. In this paper, we present an alternative technique for feature 

selection of traditional Malay musical instrument sounds dataset. The technique is based 

on matrices computation of multi-soft sets for dimensionality reduction. The dataset is 

taken from our previous work which consists of 1116 instances and 37 attributes of Malay 

Musical Instrument Sounds Dataset. The result shows that the obtained features of 

proposed technique are 35 out of 37 features.  

 

Keywords: Soft set theory, Feature selection, Traditional Malay musical instruments 

sound dataset 

1. Introduction 

In making sure data made available for the process of decision making is sufficient 

enough, then reduction of data ought to be properly addressed. The main objective of 

reduction is to lessen the number of parameters, and at the same time, attaining the 

property of information in helping the process of decision making. The theory of soft set 

[1] proposed by Molodtsov 1999 is a new method for handling uncertain data. Soft sets 

are called elementary neighborhood systems. Molodtsov pointed out that one of the main 

advantages of soft set theory is that it is free from the inadequacy of the parameterization 

tools, like in the theories of fuzzy set, probability and interval mathematics [1]. As for 

standard soft set, it may be redefined as the classification of objects in two distinct classes 

(yes/1 and no/0), thus confirming that soft set can deal with a Boolean-valued information 

system. One of the potential applications of soft set theory is to be used as the 

dimensionality reduction and decision making method [215]. However, most of the 

current applications are deal with the Boolean information system [2-7, 12, 13, 15]. To 

date, less effort has been done in handling the non-Boolean dataset especially for the 

categorical dataset. In previous papers, Herawan and Mustafa proposed the idea of multi-

soft sets for representing a categorical-valued information system [16]. Sub sequentially, 

Herawan, et al., proposed the concept of matrices representation of multi-soft sets and 

employ such matrices for finding reducts in a categorical-valued information system [17]. 

In this paper, we employ our early works in [17] as a feature selection technique. It is 

based on matrices computation of multi-soft sets and further applied it in handling 

Traditional Malay musical instruments sounds dataset. To accomplish this study, the 

dataset consists of 1116 instances with 37 attributes from two categories of features 

schemes which are perception-based and MFCC is exploited. In order to utilize the soft 

set theory, it is essential to transform the original dataset (continuous values with non-
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categorical form) into discretized values with categorical form. For that, equal width and 

equal frequency binning algorithm in [18] is employed as the discretization method. 

Afterwards, the matrices computation of multi-soft sets method for soft dimensionality 

reduction in multi-valued information system in [17] is adopted to select the best feature 

set from the large number of features available.  

The rest of this paper is organized as follows: Section 2 discuss the theory of soft set 

and multi-soft sets will be explained in Section 3. Section 4 describes the modeling 

process of this study. A discussion of the result can be found in Section 5 followed by the 

conclusion in Section 6. 

 

2. Soft Set Theory 

Presently, research on soft sets has been very active and many important results have 

been achieved in the theoretical aspect. 

2.1. Information System 

Data are often presented as a table, columns of which are labeled by attributes, rows by 

objects of interest and entries of the table are attribute values. By an information system, 

we mean a 4-tuple (quadruple)  fVAUS ,,, , where U  is a non-empty finite set of 

objects, A is a non-empty finite set of attributes,  Aa aVV


 , aV  is the domain (value 

set) of attribute a, VAUf :  is a total function such that   aVauf , , for every 

  AUau ,  , called information (knowledge) function. An information system is also 

called a knowledge representation systems or an attribute-valued system and can be 

intuitively expressed in terms of an information table (refer to Table 1). In many 

applications, there is an outcome of classification that is known. This a posteriori 

knowledge is expressed by one (or more) distinguished attribute called decision attribute; 

the process is known as supervised learning. An information system of this kind is called 

a decision system,   fVdAUS ,,,  . 

 

Definition 1. Let   fVAUS ,,, 1,0
 
Abe an information system. If  1,0aV , for 

every Aa , then   fVAUS ,,, 1,0  is called a Boolean-valued information system. 

Table 1. An Information System 

U/A 
1a  2a  … 

ka  … 
A

a  

1u   11 , auf   21 , auf  …  kauf ,1  …  
A

auf ,1  

2u   12 , auf   22, auf  …  kauf ,2  …  
A

auf ,2  

3u   13 , auf   23 , auf  …  kauf ,3  …  
A

auf ,3  

              

U
u   1, auf

U
  2, auf

U
 …  kU

auf ,  …  
AU

auf ,  

 

2.2. Soft Set 

Throughout this section U refers to an initial universe, E is a set of parameters in 

relation to objects in U,  UP is the power set of U. 
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Definition 2. (See [1].) A pair  EF,  is called a soft set over U, where F is a mapping 

given by  UPEF : . 

In other words, a soft set over U is a parameterized family of subsets of the universe U. 

For Ee ,  eF  may be considered as a set of e-elements of the soft set  EF,  or as the 

set of e-approximate elements of the soft set. Clearly, a soft set is not a (crisp) set. Based 

on the definition of an information system and a soft set, in this section we show that a 

soft set is a special type of information systems, i.e., a Boolean-valued information 

system. 

 

Example 1. Based on [13], let consider a soft set  EF,
 
which describes the “conditions 

of patients suspected influenza” that a hospital is considering to make a decision. The six 

influenza symptoms, i.e., fever, respiratory, nasal discharges, cough, headache and 

lethargic. Suppose that there are six patients in the hospital under consideration, 

 654321 ,,,,, ppppppU  , and E is a set of decision parameters 

 7654321 ,,,,,, eeeeeeeE  , where is the parameter “fever”, is the parameter 

“respiratory”, is the parameter “nasal discharges”, is the parameter “cough”, is the 

parameter “headache”, is the parameter “sore throat”, is the parameter “lethargic” 

 

Consider the mapping  UPEF :  given by “patients   ”, where    is to be filled in 

by one of parameters Ee . Suppose that    654311 ,,,, pppppeF  , 

   212 , ppeF  ,    4213 ,, pppeF  ,    14 peF  ,    435 , ppeF  , 

   426 , ppeF  ,  and    65317 ,,, ppppeF  . Therefore,  1eF  means “patients 

suffer fever”, whose functional value is the set  65431 ,,,, ppppp . Thus, we can view 

the soft set  EF,  as a collection of approximations as below: 
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The relation between a soft set and a Boolean-valued information system is given in 

the following proposition. 

 

Proposition 1. If  AF,  is a soft set over the universe U, then  AF,  is a Boolean-

valued information system   fVAUS ,,, 1,0 . 

 

Proof. Let  AF,  be a soft set over the universe U, we define a mapping 

 nfffF ,,, 21  , where  ii VUf :  and  
 

 








i

i

i
aFx

aFx
xf

,0

,1 ,  for Ai 1 . 

Hence, if  Aa a
i

i
VV


 ,  where  1,0

ieV , then a soft set  AF,  can be considered as 

a Boolean-valued information system   fVAUS ,,, 1,0 .    
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From Proposition 1, it is easily to understand that a Boolean-valued information system 

can be represented as a soft set. Thus, we can make a one-to-one correspondence between 

 EF,  over U and   fVAUS ,,, 1,0 . The tabular representation of the above soft set is 

given in the Table 2. From Table 2, each approximation has two parts, a predicate e and 

an approximate value set p. For example, for the approximation 

“  65431 ,,,,fever ppppp ”, we have the predicate name of patients with fever and 

its value set is  65431 ,,,, ppppp .  

Table 2. Conditions of Patients Suspected Influenza 

U/E 
1e  2e  3e  4e  5e  6e  7e  

1p  1 1 1 1 0 0 1 

2p  0 1 1 0 0 1 0 

3p  1 0 0 0 1 0 1 

4p  1 0 1 0 1 1 0 

5p  1 0 0 0 0 0 1 

6p  1 0 0 0 0 0 1 

 

Definition 3. (See [19].) The class of all value sets of a soft set  EF,  is called value-

class of the soft set and is denoted by  EFC , . 

 

3. Method and Main Result 

The “standard” soft set deals with a Boolean-valued information system. For a multi-

valued information system  fVAUS ,,, , where  Aa aVV


 , aV  is the domain 

(value set) of attribute a which has multi value, a decomposition can be made from S into 

A  number of Boolean-valued information systems   fVAUS ,,, 1,0 . In this sub-

section, we present the construction of multi-soft sets representing  fVAUS ,,,  

based on such decomposition [16]. 

 

3.1. Multi-soft Sets 

In the following sub-section, we propose an idea of decomposition of a multi-valued 

information system  fVAUS ,,,  into A -numbers of Boolean-valued information 

system   fVaUS i

i ,,, 1,0 , where A  is the cardinality of A. 

 

3.2. Decomposition of a Multi-valued Information System 

The decomposition of  fVAUS ,,,  is based on decomposition of 

 
A

aaaA ,,, 21   into the disjoint-singleton attribute      
A

aaa ,,, 21  . Here, we 

only consider for complete information systems. Let  fVAUS ,,,  be an information 

system such that for every Aa ,  AUfVa ,  is a finite non-empty set and for every 

Uu ,   1, auf . For every ia  under i th
-attribute consideration, Aai   and aVv , 

we define the map  1,0: Ua i

v  such that   1ua i

v  if   vauf , , otherwise 
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  0ua i

v . The next result, we define a Boolean-valued information system as a 

quadruple   fVaUS i

i ,,, 1,0 . The information systems   fVaUS i

i ,,, 1,0 , 

Ai 1  is referred to as a decomposition of a multi-valued information system 

 fVAUS ,,,  into A  Boolean-valued information systems, as depicted in Figure 1.  

 

 

U/A 
1a  2a  … 

ka  … 
A

a  

1u   11,auf   21,auf  …  kauf ,1  …  
A

auf ,1  

2u   12,auf   22,auf  …  kauf ,2  …  
A

auf ,2  

3u   13,auf   23,auf  …  kauf ,3  …  
A

auf ,3  

              

U
u   1,auf

U
  2,auf

U
 …  kU

auf ,  …  
AU

auf ,  

 

Boolean-valued information system-1 

 

U 
1a  

11Va  12Va  … 
kVa1  … 

nVa1  

1u  0 1 … 0 … 0 

2u  0 0 … 1 … 0 

3u  0 1 … 0 … 0 

              

U
u  1 0 … 0 … 0 

  

Boolean-valued information system- A  

 

U 
A

a  

1A
Va  

2A
Va  … 

kA
Va  … 

nA
Va  

1u  0 0 … 1 … 0 

2u  0 0 … 0 … 1 

3u  0 1 … 0 … 0 

              

U
u  1 0 … 0 … 0 

 

 

Figure 1. A Decomposition of Information Systems 

Every information system  fVaUS aii

i ,,, , Ai 1  is a deterministic 

information system since for every Aa  and for every Uu ,   1, auf  such that 

the structure of a multi-valued information system and A  number of Boolean-valued 

information systems give the same value of attribute related to objects. 
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3.3. Multi-soft Sets Construction 

The idea of multi-soft sets is based on a decomposition of a multi-valued information 

system  fVAUS ,,, , into A  number of Boolean-valued information systems 

  fVAUS ,,, 1,0 , where A  denotes the cardinality of A. Consequently, the A  

Boolean-valued information systems define multi-soft sets     AiaFAF i  1:,, . 

Based on the notion of a decomposition of a multi-valued information system in the 

previous section, in this sub-section we present the notion of multi-soft set representing 

multi-valued information systems. Let  fVAUS ,,,  be a multi-valued information 

system and  fVaUS aii

i ,,, , Ai 1  be the A  Boolean-valued information 

systems. From Proposition 1, we have 
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,,,

,,,
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1,02

2
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A

aFaFaF ,,,,,, 21   

 

We define         
A

aFaFaFAF ,,,,,,, 21   as a multi-soft sets over universe U 

representing a multi-valued information system  fVAUS ,,, . 

 

3.4. Matrices Representation of Multi-Soft Sets 

The concept of matrix representing multi-soft sets is described here. In this sub-section, 

the notation  AF,  represents a multi-soft set over universe U of a multi-valued 

information system  fVAUS ,,, . 
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Definition 4. Matrix AiM
ia 1,  is called matrix representation of soft set  1, aF  

over universe U. The dimension of matrices is defined by   ia VaUM
i

dim . All 

entries of ][ ija aM
i
  is belong to a set  1,0 , where 

 

 








1,if,1

0,if,0





uf

uf
aij

, Ui 1 , iVaj 1 , Uu  and iVa . 

The collection of all matrices representing  AF,  is denoted by AM , i.e., 

 AiM
iaA  1:M . 

Definition 5. Let Aai
M M  be a matrix representation of a soft set  iaF,  over U. The 

value-class of 
iaM , i.e., class of all value sets of 

iaM , denoted 
iaMC  is defined by 

      1,:,,1,: 1 
iia VaM ufuufuC   , 



International Journal of Multimedia and Ubiquitous Engineering 

Vol. 10, No. 2 (2015) 

 

 

Copyright ⓒ 2015 SERSC  327 

where iVai 1 , Uu  and iVa . 

 

Clearly  UPC
iaM  . 

 

3.5. AND and OR Operations in a Collection of Matrices 

The AND and OR operation of the matrices are described in this sub-section. 

 

Definition 6. Let ][ kla aM
i
 , Uk 1 , for 

iaVl 1   and ][ mna aM
j
 , for 

Um 1 , 
iaVn 1  be two matrices in AM . The AND""  operation 

ji aa MM AND  of matrices 
iaM  and 

jaM  is defined as follows 

 

][AND pqaaa aMMM
ijji
  with    jia VaVaUM

ij
dim , 

 

where  

 

 111 ,min mkp aaa  ,  212 ,min mkp aaa  ,…,    
jiji VamVakVaVap

aaa ,min


. 

 

Definition 6. Let ][ kla aM
i
  and ][ mna bM

j
  be two matrices in AM . The OR""  

operation 
ji aa MM OR  of matrices 

iaM  and 
jaM  is defined as follows 

 

][OR pqaaa cMMM
ijji
  with    jia VaVaUM

ij
dim , 

 

where  

 

 111 ,max mkp aaa  ,  212 ,max mkp aaa  ,…,    
jiji VamVakVaVap

aaa ,max


. 

 

3.6. Reduction Method 

A reduct is a minimal set of attributes that preserve the classification. In [17], we 

presented the application of multi-soft sets for finding reducts. The proposed approach is 

based on AND operation in multi-soft sets [16]. 

 

Definition 7. Let     AiaFAF i  1:,,  be multi-soft set over U representing a 

multi-valued information system  fVAUS ,,, . A set of attributes AB   is called a 

reduct for A if  

   AB aaFbbF CC    11
 and     BBCC

AB aaFbbF   *,
1*1  , 

where 

     jiji aFaFaaF ,AND,,  . 

In [17], we explore the applicability of matrices representation for finding reducts. We 

show that the reducts obtained are equivalent with that in [20].  

 

Proposition 2. Let 
A

M  be a matrices over U representing multi-soft sets  AF, . A set of 

attributes AB   is a reduct for A if only if BaANDMBbANDM ab
CC   :: . 
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Proof. It is clear, since every  iaF,  can be represented as 
iaM , Ai 1  and vice 

versa. 

Example 2. Let given a small dataset as follow. 

Table 3. An Information System 

U/A 
1a  2a  3a  4a  

1 low bad Loss small 

2 low good Loss large 

3 high good Loss medium 

4 high good Loss medium 

5 low good Profit large 

Let  4321 ,,, aaaaA  , the multi-soft sets representing Table 3 is given as 

 
         
           















4,3medium,5,2large,1small,5profit,4,3,2,1loss

,5,4,3,2good,1bad,4,3high,5,2,1low
, AF , 

and the matrices representing  AF,  is  
4321

,,, aaaaA MMMMM , where 
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010
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4aM
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Since  4321 ,,, aaaaA  , then  





















000000000000010000000000
000100000000000000000000
000100000000000000000000
000000000000000010000000
000000000000000000000001

41: iANDai
M

 

where   

       5,4,3,2,1
41:


 iiANDaMC . 

Let, given  321 ,, aaaB   and  43 , aaC  , then we have 

























00001000

01000000

01000000

00000100

00000001

ANDAND
321 aaa MMM

 

and 

























010000

000100

000100

000010

000001

AND
43 aa MM

 

where   

    5,4,3,2,1
321

ANDAND 
aaa MMMC  and     5,4,3,2,1

321
ANDAND 

aaa MMMC , 

respectively. Thus, we have  321 ,, aaa  and  43 , aa  are reducts of A. Furthermore, 

core is 

     343321 ,,, aaaaaa  . 
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Thus a reduct is a set of attributes that preserves classes. It means that a reduct is the 

minimal subset of attributes that enables the same classification of elements of the 

universe as the whole set of attributes. In other words, attributes that do not belong to a 

reduct are superfluous with regard to classification of elements of the universe. 

 

3.7. Dataset 

The second part of this article starts from a description of the traditional Malay musical 

instrument sounds dataset and the feature selection problem for which the data was 

collected. This work will identify which attributes are dispensable and further can be 

removed from dataset without affected the original classification power. Then, we make a 

decision of the reduced dataset based on the attributes dispensed. From this experiment, 

the ideal dataset can be represented in decision system form as   fVdAUS ,,,  . There 

are 1116 instances in the universe U, with 37 attributes of A as the set of condition 

attributes (as shown in Table 4) and the family of the instruments as the decision attribute 

d. The distribution of all instances in each class is uniform with no missing values in the 

data [21]. 

Table 4. Features Descriptions 

Number Description 

1 Zero Crossing 

2-3 Mean and Standard Deviation of Zero Crossings Rate 

4-5 Mean and Standard Deviation of Root-Mean-Square 

6-7 Mean and Standard Deviation of Spectral Centroid 

8-9 Mean and Standard Deviation of Bandwidth 

10-11 Mean and Standard Deviation of Flux 

12-37 Mean and Standard Deviation of the First 13 MFCCs 

 

The mean and standard deviation were then calculated for each of these features. The 

problem of feature selection trough the above dataset is how to delete irrelevant attributes. 

It can be done, among all attributes we want to remove dispensable attributes. To select 

the candidate of the dispensable attributes, we employ the method proposed by [17]. 

 

3.8. Result and Discussion  

The decision table used in this study is in the form of continuous value with non-

categorical features (attributes). In order to employ the proposed method, it is essential to 

transform the dataset into categorical ones. For that, the equal width binning in [18] is 

used and the dataset is first discretized into 3 categorical values as shown in Table 5. 

Table 5. Summary of Data Distribution 

Attribute Description #1 #2 #3 

ZC Zero Crossing 456 438 222 

MEANZCR Mean of Zero Crossings Rate 134 638 344 

STDZCR Standard Deviation of Zero Crossings Rate 1092 16 8 

MEANRMS Mean of Root-Mean-Square 724 386 6 

STDRMS Standard Deviation of Root-Mean-Square 350 498 268 

MEANC Mean of Spectral Centroid 198 528 390 

STDC Standard Deviation of Spectral Centroid 166 430 520 

MEANB Mean of Bandwidth 206 336 574 

STDB Standard Deviation of Bandwidth 480 474 162 

MEANFLUX Mean of Flux 484 494 138 
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STDFLUX Standard Deviation of Flux 692 304 120 

MMFCC1 Mean of the MFCCs #1 1116 0 0 

MMFCC2 Mean of the MFCCs #2 984 96 36 

MMFCC3 Mean of the MFCCs #3 302 516 298 

MMFCC4 Mean of the MFCCs #4 692 352 72 

MMFCC5 Mean of the MFCCs #5 596 392 128 

MMFCC6 Mean of the MFCCs #6 822 246 48 

MMFCC7 Mean of the MFCCs #7 840 222 54 

MMFCC8 Mean of the MFCCs #8 924 142 50 

MMFCC9 Mean of the MFCCs #9 730 380 6 

MMFCC10 Mean of the MFCCs #10 938 136 42 

MMFCC11 Mean of the MFCCs #11 950 122 44 

MMFCC12 Mean of the MFCCs #12 950 144 22 

MMFCC13 Mean of the MFCCs #13 1010 42 64 

SMFCC1 Standard Deviation of the MFCCs #1 1116 0 0 

SMFCC2 Standard Deviation of the MFCCs #2 856 218 42 

SMFCC3 Standard Deviation of the MFCCs #3 772 196 148 

SMFCC4 Standard Deviation of the MFCCs #4 778 256 82 

SMFCC5 Standard Deviation of the MFCCs #5 724 264 128 

SMFCC6 Standard Deviation of the MFCCs #6 786 176 154 

SMFCC7 Standard Deviation of the MFCCs #7 846 172 98 

SMFCC8 Standard Deviation of the MFCCs #8 864 162 90 

SMFCC9 Standard Deviation of the MFCCs #9 808 220 88 

SMFCC10 Standard Deviation of the MFCCs #10 752 292 72 

SMFCC11 Standard Deviation of the MFCCs #11 898 156 62 

SMFCC12 Standard Deviation of the MFCCs #12 986 98 32 

MFCC13 Standard Deviation of the MFCCs #13 840 148 128 

 

To find the reducts (relevant features), the proposed model is implemented in 

MATLAB version 7.6.0.324 (R2008a). It is executed on a processor Intel Core 2 Duo 

CPUs. The total main memory is 1 gigabyte and the operating system is Windows XP 

Professional SP3. The results of the selected features are presented in Table 6 as follow: 

Table 6. The Selected Attributes 

Attribute Description 

ZC Zero Crossing 

MEANZCR Mean of Zero Crossings Rate 

STDZCR Standard Deviation of Zero Crossings Rate 

MEANRMS Mean of Root-Mean-Square 

STDRMS Standard Deviation of Root-Mean-Square 

MEANC Mean of Spectral Centroid 

STDC Standard Deviation of Spectral Centroid 

MEANB Mean of Bandwidth 

STDB Standard Deviation of Bandwidth 

MEANFLUX Mean of Flux 

STDFLUX Standard Deviation of Flux 

MMFCC1 Mean of the MFCCs #1 

MMFCC2 Mean of the MFCCs #2 

MMFCC3 Mean of the MFCCs #3 

MMFCC4 Mean of the MFCCs #4 

MMFCC5 Mean of the MFCCs #5 
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MMFCC6 Mean of the MFCCs #6 

MMFCC7 Mean of the MFCCs #7 

MMFCC8 Mean of the MFCCs #8 

MMFCC9 Mean of the MFCCs #9 

MMFCC10 Mean of the MFCCs #10 

MMFCC11 Mean of the MFCCs #11 

MMFCC12 Mean of the MFCCs #12 

MMFCC13 Mean of the MFCCs #13 

SMFCC1 Standard Deviation of the MFCCs #1 

SMFCC2 Standard Deviation of the MFCCs #2 

SMFCC3 Standard Deviation of the MFCCs #3 

SMFCC4 Standard Deviation of the MFCCs #4 

SMFCC5 Standard Deviation of the MFCCs #5 

SMFCC6 Standard Deviation of the MFCCs #6 

SMFCC7 Standard Deviation of the MFCCs #7 

SMFCC8 Standard Deviation of the MFCCs #8 

SMFCC9 Standard Deviation of the MFCCs #9 

SMFCC10 Standard Deviation of the MFCCs #10 

SMFCC11 Standard Deviation of the MFCCs #11 

SMFCC12 Standard Deviation of the MFCCs #12 

MFCC13 Standard Deviation of the MFCCs #13 

 

From Table 6, the result shows that the proposed model successfully generates the best 

features set with 35 attributes from 37 of original full attributes. It is found that 

{MMFCC1, SMFCC1} is the dispensable set of attributes. Thus, the relevant features 

(reduct) is A{MMFCC1, SMFCC1}. 

 

4. Conclusion 

In this paper, the matrices computation of multi-soft sets has been used as feature 

selection (attribute reduction) technique to identify the best features of Traditional Malay 

musical instrument sounds. To perform this task, two categories of features schemes 

which are perception-based and MFCC which consist of 37 attributes are extracted. The 

equal width and equal frequency binning discretization technique is then employed to 

transform this continuous-value with non-categorical features (attributes) into categorical 

form. Afterward, the multi-soft sets approach is adopted for feature selection through 

dimensionality reduction in multi-valued domain. It is found that 35 best features are 

successfully generated by the proposed model. For that, our future work will examine 

others feature selection technique and examine the effectiveness of the selected features 

towards the classification performance. 
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