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Abstract 

Sensors perform various activities to detect in a recent environment of Internet of things 

and ubiquitous sensor network. A single sensor detects multi-events in some cases while 

multi-sensors detect a single event and report in some other cases. The study presented a way 

of data clustering to classify events detected by a single sensor in circumstances where 

information is obtained by a form of data stream. Data was grouped in three types of events 

when clustering was applied for sensor data detected and reported. The following results also 

showed that clustering distinguished the events in the consequent time timeslots. The clusters 

displayed changing patterns with time. This result would contribute to the study field of 

context inference based on data stream. 
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1. Introduction 

Many researchers address the themes on Internet of things nowadays. Internet of things is 

to combine various networks. It uses remote mobile communication network and local 

wireless network. Internet of things is to attach sensors on numerous objects, to communicate 

among them, and to send information acquired by them. Many sensors often sense targets for 

detection if we look at the circumstances of Internet of things closely. That is, many sensors 

detect a same event and report. This type of detecting activities is common in wireless sensor 

network. On the other hand, we could consider the condition that a single sensor detects many 

events. Various types and ways of sensors could be distributed when a sensor network is 

composed. Many events could occur around a particular sensor, or there would be a case that 

many sensors could not be attached. ETR and EMR are assistive mobility equipment for 

individuals with visual disabilities. Those persons prefer ETR that has the same weight, size, 

and thickness as an existing white cane. They rarely use a smart white cane or other types of 

assistive mobility equipment different in shapes from, heavier than, or larger than a traditional 

white cane. Therefore, sensors and materials should be minimized to attach in a smart white 

cane. Also, we should consider the cases that these kinds of lightweight devices with cheap 

sensors and simple or poor equipment to detect complex circumstances and acquire 

information. Each event needs to be distinguished among the acquired data when a single 

sensor detects multi-events, which is different from when multi-sensors detect a same event. 

Each event is to distinguish and analyze. 

A way of distinguishing each event is necessary when multi-events are detected and 

reported at the same time by the least use of a sensor in poor condition. The study suggests a 

way of identifying each event when many events are detected continually by a single sensor. 
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Distinguishing events mixed in sensor data is valuable to recognize or infer circumstances. To 

do so, data clustering is used. This is conducted for rapid identification of data detected by a 

single sensor in a period of time with limited resources and without prior information. 

The study is consisted as the following. Related research is reviewed in chapter 2, and a 

way of distinguishing multi-events by a single sensor is suggested in chapter 3. An 

experiment for the suggested theory is conducted, and the results are evaluated in chapter 4. A 

conclusion of the study is drawn in chapter 5. 

 

2. Related Research 

Studies K-means clustering is used the most among the ways of clustering. K-means 

algorithm is to select the k number of central point randomly and to assign items closest 

to the points to clusters. Then, the central points are moved to average positions of all 

assigned nodes, and they are reassigned. Selecting proper input value of K at the 

beginning is essential while the fast performance is advantageous [1, 2, 5, 6]. 

The basic algorithm of K-means clustering is as follows [3, 6, 7]. 

Step 1. Decide the k number of clusters, and assign one initial value or central point 

of clusters to each cluster. 

1. (𝑆1,𝑆2, … , 𝑆𝐾) ←Select Random Seeds ({𝑥1, … , 𝑥𝑁}, 𝐾)  

2. for  𝑘 ← 1 𝑡𝑜 𝐾  

3. do  𝜇𝑘 ←  𝑆𝑘 

Step 2. Assign all data to the nearest central points of clusters, using Euclid  distance.   

4. While stopping criterion has not been met  

5. for  𝑘 ← 1 𝑡𝑜 𝐾 

6. do  𝜔𝑘 ← {   } 

7. for  𝑛 ← 1 𝑡𝑜 𝑁  

8. do  𝑗 ← arg 𝑚𝑖𝑛𝑖 |𝜇𝑖 − 𝑥𝑛| 
9.  𝜔𝑖 ← 𝜔𝑖 ∪ {𝑥𝑛} 

Step 3. Calculate new central points of clusters to minimize the distance from 

assigned data in each cluster. 

10. for  𝑘 ← 1 𝑡𝑜 𝐾   

11. 𝑑𝑜 𝜇𝑘 ←
1

|𝜔𝑘|
∑ 𝑥⃗𝑥∈𝜔𝑘

  

Step 4. Repeat Step 2 and 3 until there is little change in the centers of clusters. 

12. return  {𝜇1, … , 𝜇𝑘} 
K-means clustering is finished under the following conditions.   

(1) Repeat the number of times defined in advance. This limits the performance time 

of clustering algorithm, but the quality of clustering could decrease for lacking the 

number of repetition.  

(2) Repeat until clusters with vectors do not change. The quality of clustering is high 

in this condition unless it goes into local minimum. However, its weakness is long 

performance time. 

(3) Repeat until the centers do not change. 

(4)Repeat until RSS reaches a critical value or less. The quality of clustering is very 

good with the completion by this criterion. Actually, this method is combined to finish 

the performance with setting the number of repetition times.  

The advantages of the K-means clustering are easy to perform, linear in time 

complexity, and able to classify in detail when clusters form a ball. 

The problems of the K-means are as the following.  
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(1) It is sensitive to numerical outliers because the values that are extremely big or 

small could distort data distribution.  

(2) It could get entirely different results by early conditions. 

(3)Data discrimination is weak because all information of data is calculated with the 

same weighted values.  

(4)There could be data that do not belong to each circle because the clusters form 

shapes of circles by using distance values for clustering units. The results would be 

wrong to measure distances between individual points only with Euclid distance when 

the shapes of clusters are oval. 

(5)The results would be bad if the k number of clusters is inappropriate.  

(6) It is sensitive for an outlier and noise.  

(7)A lot of resources are consumed to calculate distance matrix equations if the 

number of events increases. 

(8) It is used only with numerical data. 

(9) It does not classify clusters well with different size and density.  

 

3. Distinguishing Multi-events from a Single Sensor 

There are many constraint conditions to use various or powerful sensors for a smart white 

cane for people with visual disabilities. They usually expect the same weight and volume of a 

smart white cane as a conventional white cane. The study is necessary to infer circumstances 

where the sensors with low capacity and cost are used only [3, 4, 7, 8]. 

A consideration to use sensors in this condition is that information of many events by a 

single sensor is mixed. Each event should be discriminated when event information detected 

by a single sensor includes many events. Then, it is analyzed how each event changes with 

time. A clue to infer circumstances should be acquired even with poor sensor equipment and 

analysis tools by distinguishing events mixed in data from a sensor when there are sensor data 

continually obtained but not with enough resources to analyze. Data clustering is used to 

solve this matter. Data clustering is valuable for the study because it is appropriate to use in 

circumstances depending on data analysis without prior information. It is also proper to 

distinguish many multi-events in single sensor data for dividing into many subsets from a set 

of data. 

A way of distinguishing multi-events from a single sensor is presented next. 

A case that data stream 𝐷𝑆 = 〈D1, D2, D3, … Dt〉is coming by time 𝑇𝑆 = 〈T1, T2, T3, … Tt〉 
is hypothesized. Clusters  C1, C2, … Ck are searched by K-means clustering. The process is as 

the following.  

1. An arbitrary sample of the k number obtained at the first l seconds in each time interval 

is selected, and 𝜇1, 𝜇2, … 𝜇𝑘  are the centers of early k clusters. 

1-1. The first l seconds are determined by the following formula. Suppose that the size of 

𝑇𝑖  is m seconds in a timeslot, the number of data obtained per second is n, and then the 

number of the clusters is k. This is the case that data with the k number of types was obtained 

randomly. To determine the case, l seconds selected as a sample are enough with the 

minimum value by the following formula. 

 
(𝑛𝑙−𝑘)!𝑘!

(nl−1)!
 ≥ 5 

l seconds are minimum value by the formula presented above when a sample rate 𝑘/ (
𝑛𝑙
𝑘

) 

, a rate to select the appropriate k number, is considered for selecting the nl number of a 

sample. Also, if the range of the k number value selected is [a, b], a center with minimum 
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error could be selected after a value in the range selected randomly is defined as the center of 

clusters. 

2. The least 𝜇𝑗(1 ≤ 𝑗 ≤ 𝑘) is classified as jth cluster after calculating 𝑚𝑖𝑛(‖𝑎 − 𝜇‖2)  

for data 𝛼 ∈ 𝐷𝑖  entered at 𝑇𝑖 (𝑖 ∈ [1, 𝑡]).  

3. Next, 𝜇𝑗 is renewed with the average  
1

𝑛(𝐶𝑗)
∑ 𝛼𝛼∈𝐶𝑖

 of a sample assigned into jth 

cluster.  

4. Repeat until an average 𝜇1, 𝜇2, … 𝜇𝑘 minimizing, 
1

𝑛(𝐶𝑗)
∑ ‖𝜇𝑖 − 𝛼‖2

𝛼∈𝐶𝑖
 a variation of , 

𝐶𝑖  is resulted. 

5. Repeat the process until it is the same as the value 𝜇𝑗   of a prior loop. Repeat 10 times 

to the maximum.  

6. Then, calculate the following. 
1

𝑛(𝐷𝑖)
∑ ‖𝜇𝑖 − 𝛼‖2

𝛼∈𝐷𝑖
 is the total number of variations 

from each cluster. Data stream is simplified by understanding the trends and tendencies of the 

total numbers of the variations. Data stream is also understood by getting the value of 

∑ ‖𝜇𝑖̅ − 𝛼‖2𝑘
𝑖=1   with 𝜇̅ =

1

𝑘
∑ 𝜇𝑖

𝑘
𝑖=1 . 

The study applied K-means clustering used the most out of data clustering to distinguish 

multi-events mixed in a set of data. Data clustering was processed for data acquired in time 

intervals at each timeslot because data to analyze is obtained continually. An experiment and 

evaluation for the theory are performed in the next chapter. 
 

4. An Experiment and Evaluation 

Experiment Process 

Continual sounds from three types of sound sources were to detect and report to a host. A 

time interval to detect was 0.1 second, and a timeslot of time series data was 30 seconds. Data 

in each timeslot included three types of sound events. The results were as follows when they 

were distinguished using data clustering. 

Results 

Figure 1 shows the distribution of sound data acquired through a sensor. 

 

 

Figure 1. Sound Data Through a Sensor 
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The horizontal axis represents time, and the vertical axis does sound intensity. Sound data 

acquired by a sensor had event information with three types of mixed events. Data clustering 

was conducted for the data divided by 30 seconds of each timeslot. The results are showing 

from Figure 2 to Figure 6. 

 

 

Figure 2. The Result of Clustering for Sound Data from 0.1 to 30 Seconds 

 

Figure 3. The Result of Clustering for Sound Data between 30.1 and 60 
Seconds 
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The data were definitely distinguished from the result of clustering for sound data for the 

second timeslot between 30.1 and 60 seconds. Only, the pattern of each cluster changes with 

time. 

 

 

Figure 4. The Result of Clustering for Sound Data between 60.1 and 90 
Seconds 

 

Figure 5. The Result of Clustering for Sound Data between 90.1 and 127.7 
Seconds 
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continual analysis for identifying the changing patterns of each cluster. Distinguishing the 

multi-events is an important data process prior to employing different sensors and data fusion 

process with the detected data resulting in more precise data acquisition. 

Evaluation and discussion 

A single sensor detects multi-events in some cases while multi-sensors detect and report a 

single event in other cases. It is necessary to distinguish each event from a single sensor. Data 

clustering is a way of data mining for database gathered and stored, and the study used it for 

data stream to discriminate data. The study shows that this way is effective to distinguish each 

different event mixed in the obtained data. This result would be based to apply to and to 

develop for a smart white cane for individuals with visual disabilities. This would be 

beneficial to detect and analyze multi-events by a simple sensor function in circumstances 

with many limits in sizes, weights, and so on. 

 

5. Conclusion 

Sensors perform various activities to detect in a recent environment of Internet of things 

and ubiquitous sensor network. A single sensor detects multi-events in some cases while 

multi-sensors detect a single event and report in some other cases. The study presented a way 

of data clustering to distinguish events detected by a single sensor in circumstances where 

information is obtained by a form of data stream. Data was grouped in three types of events 

when clustering was applied for sensor data detected and reported in every 0.1 second for 

each data acquisition timeslot of 30 seconds. The following results also showed that 

clustering distinguished the events in the consequent time timeslots. The clusters displayed 

changing patterns with time. This result would contribute to the study field of context 

inference based on data stream. 
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