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Abstract 

In this paper, feature extraction and facial recognition are studied in order to resolve 

problems like high-dimension problem, small size samples and no-linear separable 

problem that exist in facial recognition technology. In the part of feature extraction we 

use a Discrete Cosine Transform (DCT) algorithm, to extract the input features in 

building a face recognition system. The RBF neural network, which represents brilliant 

performance on small training sets, non-linear separable and high-dimension pattern 

recognition problems in the recognition stage, is used for pattern classification. The 

proposed approach is validated with the ORL database. Experimental results demonstrate 

the effectiveness of this method in the performance of face recognition. 
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1. Introduction 

Neural network is an interdisciplinary, structure that works by simulating human brain 

networks to construct a model similar to the human brain. Among the hundreds of 

networks formed and algorithm models that had been proposed from its birth to the 

present, the BP neural network is the most mature and widely used algorithm. Face 

recognition has become a hot topic in digital image processing and pattern recognition. As 

one of the several most important external characteristics in recognition, human face 

recognition has important and wide theoretical and practical applications. The complexity 

of face recognition is that facial features continuously change depending on external and 

internal conditions. Despite these changes, humans are still able to recognize facial 

features in different environments, but machines do not have this capability. This inspired 

us to mimic the human brain structure and thinking model, to use artificial neural network 

to solve the face recognition problems. 

During the past 30 years, many different face recognition method have been found. 

"Eigenspace" was one of those proposed under the PCA method [1, 2]. The PCA 

approach reduces the dimension of the data by means of basic data compression methods 

[3] and reveals the most effective low dimensional structure of facial patterns [4]. 

Recognition by Neural Network [5] and [6] are based on learning the faces in an 

"Example Set" by the machine in the “Training Phase” and carrying out recognition in the 

"Generalization Phase". The Support Vector Machines (SVM) technique, on the other 

hand one of the binary classification methods. The support vectors consist of a small 

subset of training data extracted by the algorithm given in [7]. Face recognition based on 

template matching represents a face in terms of a template consisting of several enclosing 

masks, and projecting features like the mouth, eyes, and nose [8]. In [9], a face detection 

method based on half face-template is discussed. 

In this paper, we use a DCT method given in [10], to extract features. We first reduce 

the dimension using DCT. In the part of face recognition, we use the Radial Basis 

Function (RBF) neural network to take the place of BP neural network in order to play its 
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advantage of best global approximation, faster convergence speed, well classification 

capability, etc. 

 

2. Feature Extraction in DCT Domain 

DCT own Fast Fourier Transform algorithm (FFT), as great speed advantage than K-L 

transform. We implement the original face image with DCT based on the theory in [11], 

before the extraction of facial features. DCT is mainly used to compress data or images. It 

is possible to convert its signal to a spatial frequency domain, and it has good 

decorrelation performance. The basis of DCT is decomposed into an 8x8 or 16x16 image 

subinterval, and each subinterval separate DCT transforms, then quantizes and codes 

transform results. With the size of subinterval increasing, there comes a sharp rise in the 

complexity of the algorithm, therefore, the practical 8x8 subinterval is commonly used to 

transform. However, the use of larger subinterval can significantly reduce the effect of 

image block. 

One-dimensional DCT transform is the basis of two-dimensional DCT transform. 
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f(x) is the original signal, F(u) is the coefficients after DCT transformation, N is 

the point of original signal, C(u) can be considered as a compensation factor, it can 

make DCT transform matrix become orthogonal matrix. 

Two-dimensional DCT transformation is based on the one-dimensional DCT 

transform to do a DCT transform. 
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Two-dimensional image data should be square; if the data are not square, we 

usually transform after we make the data into a square. After rebuilding, the padded 

part can be removed to get the original image information. If the original 

information is the large correlation data such as images or other, large coefficient 

focus on the upper left corner of square, and almost all of the lower right corner is 0, 

wherein the upper left corner is a low-frequency component, then the lower right 

corner is a high-frequency component. Low-frequency coefficients reflect the 

characteristics of the image contours and intensity distribution in the target, while 

high-frequency coefficients reflect the details of the target shape, after the DCT 

transformation, energy is mainly concentrated in the low-frequency component; it is 

also reflecting the decorrelation of DCT transform. 
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3. RBF Neural Network Algorithm for Face Recognition  

 

3.1. RBF Neural Network Structure 

The RBF neural network structure showed in Figure 1 is similar to a 3-layer 

perceptron, which has a 3-layer feedforward structure: input layer, hidden layer, 

output layer. However, the RBF neural network's hidden layer is different from 

multi-layer perceptron neural network. The RBF neural network has a better 

performance when solving complex problems of small sample training sets and, 

classification of nonlinear separables. 
 

 

Figure 1. RBF Neural Network Structure 

3.2. Radical Basis Function 

We define X as the input vector of r-dimension, X = [x1, x2…xγ] ∈ R
′, the center 

of i-th RBF neuron is Ci, the Gaussian width is σi, so the output of every hidden 

layer: 

 

Ri(X) = Ri(‖X − Ci‖)                                                                                                                (3) 

 

Function (3) is the general form of Radical Basis Function, the parameter is the 

Euclidean distance from vector X to center. In this paper, we use the Gauss function as 

basis function: 

 

Ri(X) = exp (−
‖X−Ci‖

2

σi
)                                                                                                              (4) 

 

Gaussian function has the advantage of having a simple form, good analytical and any 

order derivative [12]. The Gaussian function partial response to the input signal is, if the 

input signal is closer to the center of a hidden layer, output layer unit would get larger. 

 

3.3. RBF Neural Network Designing 

We define the number of input layer and output layer neuron as r and s. 

(1) Initialize the number of neurons in the hidden layer as the number of model 

categories: u=s 

(2) Calculate the mean of various types of samples, define the mean as the initial 

center: 

 

Ck =
1

nk
∑ pi

knk
i=1 ,     k = 1,2,… , u                                                                                                 (5) 

 

nk is the total of k-class sample; pi
k is the i-th k-class sample. 
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(3) Find out the point the farthest from k-class center in the k-class sample, define the 

point , and remember this distance: 

 

dk = ‖Pk(f)− Ck‖                                                                                                                        (6) 

 

(4) Calculate the Euclidean distance among the center of k-class and the other classes, 

find out the shortest distance and remember this distance: 

 

dc(k, j) = ‖Ck − Cj‖                                                                                                                               

dmin(k, l) = arg⏟
l

min(dc(k, l))                                                                                                              

j = 1,2,… , u,   j ≠ k                                                                                                  (7) 

 

(5) If dk + dl > dmin(k, l) and dk − dl < dmin(k, l), k-class needs to divide into two 

classes. 

(6) Repeat the step (2) to (5) until all the classes do not need to divide. 

 

3.4. RBF Neural Network Hybrid Learning Algorithm 

The parameter of RBF neural network hidden layer node is a nonlinear process, while 

the adjust of output layer connection weights is a linear process. Given the difference 

between these two learning processes, we use a hybrid-learning algorithm [13] for RBF 

neural network training: 

(1) Using linear least square method, to adjust output layer connection weights. 

(2) Using Gradient descent method, to adjust the center and the Gaussian width of the 

hidden layer neurons. 

When the input matrix is X ∈ Rs×N, the output matrix of hidden layer is R ∈ Ru×N, the 

output matrix of output layer is Y ∈ Rs×N, N is the number of training samples. 

The pending output layer weights of RBF neural network is X ∈ Rs×u , so the 

relationship among the hidden layer output matrix, the output layer weights and network 

output matrix is: 

 

Y = W× R                                                                                                                                     (8) 

 

Let the target output of sample be T = [t1, t2, … , tn] ∈ R
s×N; in order to make the error 

between the target output and the actual network output minimum, we can use linear least 

squares method, use the pseudo-inverse R+ of R to determine W: 

 

W = R+T                                                                                                                                   (9) 

 

Center and width of the hidden layer using supervised learning algorithm for training, 

all of the parameters have gone through a learning process of error correction. In this 

paper, we use the Gradient descent method [14-16] for training, the function is: 

Define the error function 

 

E =
1

2
∑ EnN
n=1                                                                                                                            (10) 

N is the number of sample; En is the error after the n-th input of sample, define En is: 

 

En = ∑ (tk
n − yk

n)2N
k=1                                                                                                         (11) 

 

In order to make the error function minimum, the correction of parameter should be 

proportional to its negative gradient: 
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∆Cj = −ϑ
∂E

∂Cj
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ϑ is the learning rate,  and the calculation function obtained after expansion: 
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After entering all the samples, using the modified function to adjust the parameters, the 

iterative function is 

 

Cj(m + 1) = Cj(m) + Cj                                                                                                            (15) 

σj(m + 1) = σj(m) + σj                                                                                                           (16) 

m is the number of iterations. 

 

4. Experimental Results 

The proposed face recognition system is running on the hardware environment of 

Inter(R) Core(TM)2 (2.93GHz) and the software environment of Windows 7 and Matlab 

R2009a. 

The experiment uses the sample face images from the ORL database showed in Figure 

2, using Matlab simulation experiments. The database contains 40 individuals per 10 

images in total 400 facial images. In this experiment, we will divide these face images 

between a training set and test set in a total of 2 groups, where 200 are used for training, 

and the other 200 used for testing. 

 

Figure 2. Sample Face Images from the ORL Database 

After using the method in this paper to initialize RBF hiddenlayer and learning center, 

we set different parameters for the classification of the performance analysis. We fix 

training times for the 200, the center of learning rete is 0.025, Gaussian width learning 

rate is 0.05. For different confidence levels, we have multiple sets of experiments; we 

have a statistics of the number of error identification and the cutoff error after the network 

training, and then we get the results in Table 1. Consolidated results under different 

feature vector, it is not difficult to find in the confidence level 0.6-0.7 that the RBF 

classifier has better recognition results. In Figure 3, we show a part of the results of the 
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tests are given in erroneous identification, with the rightmost one per line for line 

misrecognized face actual output. Here, we can find that having a larger angle change, 

under appendages (such as glasses), etc., are easier to correctly identify that the classifier 

has better robustness. 

Table 1. Performance Analysis under Different Confidence Intervals and 
Eigenvectors 

 
 

Figure 3. A Part of Identification Test Results 

We fix the learning rate at 0.1, use the same set of samples to emulate, the learn times 

of 20, 100, 150, 200, 500, 800, 6 times emulate in total, with the results showed in Table 2 

and Figure 4. We can find that when the learning time is beyond 200, although the error 

decreased, it did not reduce the number of misclassifications. In fact, higher training times 

will reduce the generalization performance of the classifier; it will also cause performance 

degradation of classifier [17]. 
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Table 2. The Effect of Learning Times Epochs for the Number of 
Misclassified and Network Errors 

 
 

 

Figure 4. The Effect of Learning Times Epochs for the Number of 
Misclassified and Network Errors 

In order to test the classifier performance, we added random noise for the test set of 

face images, and the learning time is 200, learning rate is 0.1, confidence is 0.6 for the 

experiment, we receive the result in Figure 5. The result shows that the classifier has good 

anti-noise performance, although at high intensity noise, it also to maintains a high 

recognition rate. 
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Figure 5. The Impact of Noise Intensity on Recognition Rate 

5. Conclusion 

In this paper, a face recognition methodology based on a combination algorithm of 

Discrete Cosine Transform (DCT) and Radical Basis Function (RBF) neural network was 

proposed. First, face features are extracted through the DCT algorithm. The method based 

on DCT can compress the information of original signals efficiently. Then using the RBF 

neural network introduced in this paper, which combined the Gradient Descent algorithm 

with the Linear Least Square algorithm, it had both local performance and entire 

performance. 

The experimental results showed that the method in this paper worked well on ORL 

face database, and also had a good anti-noise performance, although at high intensity 

noise, it also needed to maintain a high recognition rate. So, this method has good 

capability of resolving high-dimension problems, small size samples problems and no-

linear separable problem. The feature vectors are only extracted from gray-scale, so a 

real-time recognition system needs to be researched continuously. 
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