International Journal of Hybrid Information Technology
Vol. 9, No.8 (2016), pp. 377-386
http://dx.doi.org/10.14257/ijhit.2016.9.8.33

Improvement of the Method to Determine Weight Based on the
Intuitionistic Fuzzy Entropy

Xiaoguo Chen, Yue Yang and Xiaofei Bian

College of Science, Heilongjiang University of Science and Technology, Harbin
150022, China

Abstract

The determining method of the weights of multiple attributes decision making feeds to
be improved. Firstly, three entropy measures are deduced through a similarity re of
intuitionistic fuzzy sets. Most of the entropy measures are not able to f escribe the
uncertainty of things. So the weight determining results which bas e entropy,
becomes somewhat inaccurate. The method of impr 'ﬁ%he effeCtjve )information is
proposed to determine the attribute weights in order 10N vew racy of weights
determining. Ultimately the ideal multiple attrib ision makin®ranalysis results are
determined by adjustment weights with the paraméte: g\)

Keywords: Weight, Effective Informatio Iti—AttfiK% Decision Making, Entropy,
Similarity

S AL
1. Introduction : @& @

In the early stage of birth offuzzy set théary, the fuzzy entropy was introduced as an
important fuzzy informatien measure fo, e widely used in the fields of pattern
recognition, image pyo % neura rks. As the concept of fuzzy sets developing,
entropy theory is a I& more apd mere areas.

Axiomatic defi &bn of fuzz ‘%opy was given by De Luca and Termini in 1972 [1].
Bulgarian sc anassov ed the concept of intuitionistic fuzzy sets [2], which
expanded th ition y sets. Subsequently, Gau et al. proposed the concept of
Vague sets [3]. Bustinc Burillo proved that these two concepts were essentially the
same [4], and the fi propose the axiomatic definition of fuzzy entropy based on
intuitionistic fuz [5]. The expanded fuzzy entropy and its associated theory have
aroused widesp esearch interest. A large number of scholars carried out an in-depth
study on irﬁs%[imistic fuzzy set and the fuzzy entropy of Vague sets. However, there was
not compgiTyi ity between the definition of intuitionistic fuzzy entropy given by Burillo
and_B fStiyice and fuzzy entropy. Szmidt and Kacprzyk [6] proposed another axiomatic
1j0m of intuitionistic fuzzy entropy, and successively had a deep systematic study on
nistic fuzzy entropy measure and similarity measure in the literature [7-12], and
then a series of entropy measures are given. Zhang and Jiang [13] proposed a
nonprobabilistic entropy of a vague set by means of the intersection and union of the
membership degree and non-membership degree of the vague set. Xia and Xu [14]
deduced a new entropy measure with the cross entropy measure of intuitionistic fuzzy
sets. And Ye [15] proposed two inuitionstic fuzzy entropy measures based on
trigonometric. Chen and Li [16] did classified research of intuitionistic fuzzy entropy.
And in accordance with different meanings of intuitionistic fuzzy entropy measure, they
summarized from four different aspects, including hesitation degree, geometry,
probability, and non-probability frameworks. And by the means of experiment, they
proposed a method of the objective weight determining method based on intuitionstic
fuzzy entropy.
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In multiple attributes decision making (MADM) analysis, a decision maker must select
the reasonable attribute weights. The proper assessment of attribute weights plays an
essential role in the MADM process because of the variation of weight values may result
in different final rankings of alternatives [17]. In general, the weights in MADM can be
classified as subjective weights and objective weights according to the methods of
information acquisition [18]. Subjective weights are obtained from preference information
given by the decision maker, who provides subjective intuition or judgments on specific
attributes. Objective weights are derived from the information of a decision matrix
through mathematical models. The well-known approaches for generating subjective
weights include AHP [19] and the Delphi method [20]. In terms of determining objective
weights, one of the most-representative approaches is the entropy method, which
expresses the relative intensities of attribute importance to signify the average4ntrinsic
information transmitted to the DM [21]. Determining the weights by entropy i Mhe
objective Weights methods The entropy measure, which determined %ﬁo and

membership and non membership on the uncer
determine attribute weights with the above entrop th the idgration of the effect of
entropy and hesitation on uncertainty, the metheds of determi he attribute weights by
effective information are proposed. The mﬁhple attrj te decision making analysis
results are determined by adjustment W% ith the p ter.

The rest of this paper is organize low: intuitionistic fuzzy sets and some
arithmetic properties are introd c@% ecti e intuitionistic fuzzy entropy and
similarity measure are dISC@ three y measures are induced through a
similarity measure in section 3=The met to determine the weight by the effective
information is present specifi al steps are given in section 4. Some real
examples are analyzed&the ab&vethods in section 5, and points out that the
method of determi oset In this paper is reasonable and effective. Finally,
some conclusmns sen

Intumo@c Fua@ts

Definition 1. Let
A over X is an@hjeet having the form [4]:

S%r{ SRCORACHIRY &

h
@ U, X —>[0,1].v,: X ->[0,1] (2)
ith the condition 0 < g, (%) +V,(x) <1 forall x, € X .
The numbers 4, (x;) and v,(x;) denote respectively the degree of membership and

=X, Xy, K ,Xn} be a fixed set. An intuitionistic fuzzy set (IFS)

the degree of non membership of the element X, to set A. Foreach IFS A in X, if
A (%) =1= 1, (%) = VA (%) ®)
Then 7,(x) is called the intuitionistic index of the element X; in the set A. It is a
hesitancy degree of X, to A.Itis obviousthat 0 < 7,(x) <1, X, € X .
The following expressions are defined in [1,2,22] for all A, B belonging to IFS(X):
1) Ac B ifandonlyif z,(x) < g5(%) and v, (X) = Vvg(x) forall x, € X ;
2) A=B ifandonlyif AcB and BC A;
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3) A° Bifandonlyif u,(X)< (%) and v,(x) <vg(x) forall x € X ;

4) AL B ={(x,min(u, (%), (%)), max(e, (%), Vo (6)))]% € X };

5) AUB ={(x, max(z, (%),V, (%)), Min(zz, (), v, (%)% € X}

6) A° ={(X,Va(X), i, (X))|x € X}.

Definition 2 [23]. Let a=(x,V) be an intuitionistic fuzzy value, the score of a is

defined by s(a) = z—V; s is called the score function. The degree of accuracy of a is
defined by h(a) = zz+V; h is called the accuracy function.

Let & = (4,V,), &, =(1,,V,) be two intuitionistic fuzzy values, we say .
If s(a)<s(a,),then a <a,; ?&

If s(a,) =s(a,), then 6
(i) If h(a,) <h(a,), then a, < a, ; 4% @
(ii) If h(a) =h(a,), then &, =a,. \

3. Entropy of the Intuitionistic Fuzzy Se@nd Si@/ty Measure

Definition 3 [6]. A mapping Eg :Jl . =0, 1®ald to be an entropy if it
satisfies the following axioms.

(E1) Ey (A)=0 ifand only if &%Sp S

(E2) Eqc(A)=1ifando é’{x) v %or every X, € X ;

(E3)  Eg(A) <Eg( Hg(X) and v, (X)=Vg(x)  for
Hg (%) <Vg(X) 0rﬁ$) 2 ﬂB@jd V(%) Svg(x) for 15(%) = vg(X) for
every X € X ;

(E4) Eq (A°) \Q
L6\

Definitio realal@mn N : IFSxIFS —[0,1] is called similarity measure of

intuitionistic fuzzy se satisfies the following properties:
(N1) N(A A° A is acrisp set;
(N2) N(A,B ifandonly if A=B;

(N3) Fo ,B,C cIFS,if AcBcC then N(AC)<N(A B),

N (A (B,C)
(A/B)=N(B,A).
[t%s easy to verify that the following formulas, N,(A,B), N,(A,B) and N,(A,B)

are to satisfy the three similarity measures in definition 4.

N, (A B)=1‘\/z_lni((m(xi)—%(xi))z+(vA(xi>—Vs<Xi>)2) ®

i=1

n

(14 (%) A g (%) +VA (%) AVg (X))
N,(A B) == 5)

2 (106) v 415 () +Va (%) v Vs (X))

Ny(AB) = 1_%i(|luA(Xi) — My (Xi)| v |VA(Xi) —Vg (X,)|) ©)

i=1
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Another transform method of setting up entropy of intuitionistic fuzzy set is proposed
based on similarity measure of intuitionistic fuzzy sets.
For intuitionistic fuzzy set A, we define f(A), g(A) €IFS, forevery xe X,

ﬂf(A)(X)zlﬂ“(ﬂA(X)z—vA(x)) | Vf(A)(x)=1_(”A(X)2_VA(X)) |
ﬂg(A)(X):l—(ﬂA(x)z—vA(x)) vg(A)(x):1+(“A(X)2_VA(X)) |

then we have the following theorem.

Theorem 1. Suppose N be similarity measure of intuitionistic fuzzy sets, A e IFS,
then N(f(A),g(A)) isentropy of intuitionistic fuzzy set A.

Proof.

(E1) If A isacrisp set, then for every X € X , we have ,uA(x) 1,

£a(X) =0, v, (x) =1, we can get |z, (X) =V, (X)|=1. T r ever then
Hemy(X) =1, V(4 (X) =0, 45, (X) =0, Vg(A)(X) 3 at =(f(A)",
therefore, N(f (A), g(A)) = N(f(A),(f(A))° )

(E2) Known by the definitions of f(A) a f (A) g(A) are intuitionistic
fuzzy sets, thus, N(f(A),g(A))=1 if a %If f(A%g(A) f(A)=g(A) ifand

only if £4,(X) =V, ().

(E3) Let £,(X) < w5 (X) < (X) % can get
|/JA(X) _VA(X)| e |/’lB (x)—

It means that g(A) < gB) < f( a) so we have
N(f(A), 9(A)) < N(i{%@,é(/\)) %;(B) 9(B)).

With the same& hen ) > 145(X) = Vg (X) = v, (X), we also have
N(f(A), g £(8),5(®)

(E4) Let {{x g @UVa () xe X}, then A°={(x,V,(X), 1, (X))|x e X} .

Known by the defini f f(A) and g(A), we have f(A)= f(A"), g(A)=g(A°),
therefore '$
N(f(A), g(A)y=N(f(A%),g(A%)).

plete the proof of Theorem 1.
to Theorem 1 and N,(A,B), N,(A/B), N;(AB), we can get the
ding entropy measure.

E (A)= 1_\/2_1n-zn:((ﬂf o (%) = Hgny (Xi))2 + (Vf (%) ~Vaeay (X‘))z) ")

Zn:(ﬂf (A) (X)) A Hyn (%) +V; (A) (%) AVq(n) (Xi))

E,(A) =45 ®)
Z(,Uf (A) (%) v Hyn (%) +V; (A) (%) V'V a) (Xi))
E,(A) :1_%2(‘,% (A) (%)= Hyn (% )‘ Vv ‘Vf (A) (%) Vg (%; )‘) )
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4. Method of Determining Weight

4.1. Determine the Weight by Traditional Intuitionistic Fuzzy Entropy
Let A= {Al, A K ,An} be a set of m alternatives and decision maker will choose the

best one from A according to a criterion set C ={Cl,C2,K ,Cn} which include n
criteria.
According to the actual case, firstly to determine the decision matrix J

(tap Vi) (Vi) K (Vi)

_ (Vo) (lpiVe) K (Vo)
Y M M M vb)

(o Vin) (2o Vina) K (s Vi) Q‘
Step 1 : Calculate entropy values of each intuitioni a.%zty nu e decision
matrix J by using entropy measure which established N’I basis opy axiomatic
definition by Szmidt and Kacprzyk’s [6].

E11 E12 K Eln ‘\S)

E — E21 E22 K E2n (11)
M M M M ' \
Eml Em2 K E
Step 2 : Normalize the |nt fuzzy g@py values in the decision matrix using

the following equation:

t; :i, i=&,m; j@,n.
miaX(Eij) '\ K
We use t. tol \he nor@value. The normalized decision matrix is thus shown
as follows:

oy
T= & Lo (12)
t% :

15y

W= UER i=12K,m: j=12K,n (13)

e
—~ S5t
= ma "’

The core idea of the above method of determining the weight by entropy is that, the
greater the uncertainty of information of the property, the smaller the weight of the
attributes. However, the key issue we have to analysis is whether it includes all of the
uncertainty of the information or not. The answer is no. Let us see the following analysis
process.
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4.2. Adopt Effective Information to Determine the Weight
In practical problems, the intuitionistic fuzzy number (0.5,0.5,0) and (0,0,1) are

obviously not of the same role. But their entropies which calculated by intuitionistic fuzzy
measures E;, E, and E, are the same. And they have the equal weights according to the

weight determining method in 4.1. Actually, as long as the absolute values of the
difference between membership and non-membership of two intuitionistic fuzzy numbers
are equal, the attribute weights they represent are equal. This result is clearly not
reasonable. In order to accurately measure the attribute weights, we definite effective

information as k”(x), and k*(x) =1—(AE(X) +(1—A)z(X)), Where A is a parameter,
and 1<[0,1]. The greater the effective information k*(x) , the more |mpo ant the
indicator. On the contrary, the smaller the effective information k*(x), the Ie ant
the indicator. When A=0 , k°(X)=1—7(x) , which shows that rtamty

information is completely determined by hesitation 7z ( n A= =1-E(X),
which shows that the uncertainty information is comp ed entropy E(X).

Therefore, it can help to define the weight with Flrsw rmine the effective

information matrix : x

ki ki Kok
ki K Kk N
M M \Q)
kl kl \
m2 mn
Where 1€[0,1], i=12K ,m: —L% n.
We have weight vec&/l) ( (}L) K, w,(4)), where
ij @ (/li’E +(1 /1)7[”))
= L 1=12K,m: j=12,K,n
@@ZZ@ (AE, +(1-A)7,))

=1 i=1

K(A) = (14)

j=1j

(15)
Now, as the @d of determining attribute weight is given, the decision steps are
proposed as%lo s to multi-attribute decision problems:

Stepl: Q entropy matrix E; and hesitation matrix 7z based on the intuitionistic fuzzy
atrix and formula (7)

decisi
%: Build the effective information matrix K(A4) according to formula (14) and
buildthe weight vector w(4) by formula (15).

Step3: Get the Sub-function matrix S =(Sij) and the Precision matrix H = (h”)

mn

based on Definition 2.

Step4: Get the composite score values with parameter A, in program i using

j
n
s; = 2 W (4;)s, . Finally, we will get composite score matrix S :(s; )mr with all of
t=1
the parameters in every program. Similarly, we can determine the integrated precision
n
matrix H” = (h; )mr,where hy = > w(2,)h, .
t=1

Step5: Sort the decision according to Definition 2.
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5. Example Analysis

Nowadays, with the expansion of banking business, the financial electrification has
become the mainstream of the development of commercial banking business. Network
Technology, as the basis of business innovation, has developed widely, which greatly
improved the quality and efficiency of commercial banking service. While, as the degree
of dependence of commercial banking business upon the internet increasing, many
network security problems exposed accordingly. The harm of these problems, especially
the financial computer crimes, has drawn the attention of experts and scholars from all
areas. Network security assessment may be an effective method to solve those problems.
While, the assessment involves many aspects, and there are many uncertainties in the

process of it. Strict quantization or objective assessment cannot be achieved easily. So it
is ideal to study it by using intuitionistic fuzzy sets.

There are 5 commercial banks as Y = {Y Y,,Ys,Y, Y , and they w uated
according to the following 4 indicators(or attrlbutes) X (T.hrea Fragility), X,
(Asset), X, (Management).

The evaluating matrix given by experts is Q
(0.45,0.17) (0.72,0.18) (0.52,0.33)
(0.46,0.16) (0.14,0.83) (0.51,0.3 0.
J =(0.73,0.16) (0.84,0.12) (0.54 (@) (OllOé

(0.73,0.16) (0.75,0.21) (O,
(0.15,0.64) (0.88,0.
Stepl: Get the related entu&n
evaluating matrix.

0.9444 0.78 745 0
0.9361 977140.7852
E = 07584 %%6008

6008

14)

NI 0. 1925,I 0.21)
atrix E and hégitation matrix 7 according to the above

0.38 0.10 0.15 0.05
0.38 0.03 0.16 0.08

, 7=|0.11 0.04 0.19 0.07 |.
0.11 0.04 0.13 0.01
0.21 0.02 0.10 0.03

019 0.7765
Step2: Get effecti ormation matrix K(4;) and weight w(4;) based on different
values of the pan r4;.
If 235@;, then k°3(x) =1—(0.5E,(X) +0.57(x)) ,
0.3378 0.5574 0.4377 0.6614
Q 0.3419 0.6714 0.4315 0.5674
.5) =| 0.5658 0.6865 0.4308 0.6646 |,

0.5658 0.5874 0.5223 0.6946
0.4823 0.7418 0.5491 0.5968

and the weight is w(0.5) = (0.2067, 0.2924,0.2137, 0.2871) .

If A=0 then K°(x)=1-7(x) the weight is
w(0) = (0.2164, 0.2709,0.2425, 0.2703) .

If 2, =0.3, then k*°(x) =1—(0.3E,(X) +0.77(X)) , the weight is

w(0.3) = (0.2117, 0.2814,0.2285, 0.2784) .

If A, =0.7, then k®'(x) =1—(0.7E,(x) +0.37(X)) , the weight is
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w(0.7) =(0.1988,0.3104,0.1899,0.3010) .
If A=1 then k'(x) =1-E,(x) , the
w(l) = (0.1698, 0.3754,0.1033, 0.3515) .
The contrast of weights with each parameter are shown in Figure 1.

00 02 04 06 08\1.(() ‘\)
The value of AQ %

Figure 1. Weig D|ff r arameters

NS

weight

Cov

Step3: The calculate resultg E matrix \'precision matrix H are as follows:
69

0.28 054 0.19 . .62 0.90 0.85 0.95
0.30 -0.69 0. 0.54 0 62 0.97 0.84 0.92
S=|057 072 -0.71 =10.89 0.96 0.81 0.93 |.

0.57 0 \! 49 Olk) 0.89 0.96 0.87 0.99
—0. 0. 52 0.79 0.98 0.90 0.97

Step4: Th Iculat Its of matrix S™ and integrated precision matrix H”

composite score with parameters in every program are as follows.
0.06 6%626 0.0583 0.0517 0.0274
0.06@0608 0.0538 0.0422 0.0003
920 0.1873 0.1822 0.1744 0.1454 |,

23427 0.3583 0.3748 0.4016 0.4984
Q 0.3800 0.3877 0.3958 0.4090 0.4567

0.8409 0.8432 0.8457 0.8500 0.8649

0.8493 0.8523 0.8554 0.8608 0.8796
H =| 0.9005 0.9026 0.9048 0.9087 0.9221 |.

0.9312 0.9330 0.9348 0.9381 0.9494

0.9169 0.9187 0.9207 0.9241 0.9360
Step5: Decision results and analysis.

is

O

of

The composite score values of every bank with different parameters are shown in
Figure 2. It can be seen that, if 4, =0, the sort of network safety of the 5 commercial

banks is Y;f Y, T Y, f Y, f Y, ; if =1, it will be Y, f Y, f Y,f Y, TY,; when
A,=03, 4,=05, 4,=07,itisY;f Y, f Y,f Y, fY,. When 4, =0, 4, =1, the
effective information is not accurate enough, and the decision results will be unreliable.
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While, when 4, =0.3, 4,=0.5, 4, =0.7, the effective information is accurate, and

the decision results are reliable.
In summary, the sort of network safety of the 5 commercial banks is

Y.f Y, Y, fYEY,

g 0.4+

3 —=— Y

2 e Y2

8 Y x) °
o 02 r A A N A 3

g T Ya

o Ys

- P
&

The value of /1

Figure 2. The Composite Score ValueQEver@?wnh Different

Para

00 02 04 @

6. Conclusions &%\ \Q)

In this paper, the entrop %&é and si y measure are analyzed at first, and
three entropy measures are i ed with ilarity measure. And we pointed out that
most of the intuitionistic y entr ure will not be able to fully describe the
uncertainty of things. weigh mine, which based on the entropy, becomes
somewhat inaccurate. method of détermining weight by effective information, which
is proposed in thj | . It can determine the weight according to different
parameters, L@ get diff ecision results with various weights. Finally, ideal
decision res ere okggg based on the comparative analysis.
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