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Abstract 

As accidents and crimes have increased at an alarming rate lately, most people are 

faced with the necessity of security and surveillance in private places as well as in public 

places. Therefore, the demand for intelligent surveillance systems has been increasing, 

and various technologies for image recognition and analysis from cameras are being 

developed for use in automatic monitoring. Among these techniques, the most popular 

and advanced method is deep learning. It is a field of machine learning based on neural 

networks. In this paper, we propose the object classifier technique with the Convolutional 

Neural Networks (CNN) algorithm, which is most widely used in image processing. 

Additionally, we implement the image analysis bot system based on the above proposed 

algorithm. 
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1. Introduction 

An intelligent video surveillance system can automatically recognize and classify 

the target [1], track a moving object in the video sequence [2], and mark the target 

to draw the trajectory [3]. It can also simultaneously analyze multiple targets in the 

same scene [4] and can have flexible settings based on the features of the prevention 

objects [5]. A good surveillance system can adapt to different environment changes, 

such as light, day and night changes, and weather changes, and can adapt to camera 

jittering [6]. An intelligent surveillance system is developed and produced by 

international advanced intelligent video analysis technology.  

For the main application of intelligent surveillance systems, there are two major 

development directions. One is to license plate recognition and face recognition as 

the core representative intelligent recognition technology to be mainly used in fields 

such as policing, airport security, and customs. Other uses include perimeter 

guarding, statistics on the number of people, automatic tracking, wrong-way travel 

detection, and illegal parking detection as representative of behavior analysis 

technology. These techniques are called computer vision (CV) [7], artificial 

intelligence (AI) [8], machine learning (ML) [9,10], and deep learning (DL) [11,12]. 

For building an intelligent video surveillance system, there are some algorithms that 

need to be applied from the fields of the above techniques. In general, object 

detection, tracking, classification, and recognition algorithms are the most widely 

used applications [13]. For these, a large number of methods have been proposed 

and researched by many researchers. 

In this paper, to build the efficient intelligent surveillance system, the CNN 

algorithm, one of the deep learning algorithms, was used for the image analysis bot 

(bot, the abbreviation of robot, is a software tool for processing data) system to 

detect and classify the object (person and vehicle) in a video sequence. 
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2. Convolutional Neural Networks 

The CNN [14,15] is generally comprised of several layers of neural networks, and 

the layers are divided into three different basic layers as follows: 

-Convolution layer: Extracts the convolution feature 

-Pooling layer: Because of the structural characteristics of the image, there are 

many pixels to be analyzed. To reduce the number of features, the pooling layers 

conduct a subsampling process that computes the max, min, or average value of a 

particular feature over a region of the image.  

-Feedforward layer: Finally, after several convolutional and pooling layers, the 

high-level reasoning in the neural network is conducted via fully connected layers. 

A fully connected layer takes all the neurons in the previous layer (be they fully 

connected, pooling, or convolutional) and connects them to every single neuron it 

has. For this, forward propagation and backward propagation algorithms can be 

used. 

For all layers, forward propagation is applied for estimation, and backward 

propagation is used to learn the weights of neurons. The learning process is similar 

to that of other deep learning algorithms.  

 

2.1. Affiliations 

In our method, three convolutional layers were applied for feature extraction. Through 

the convolutional layers, the convolutional operation can make the original signal (image) 

enhance the features and reduce the noise. Layer    in Figure 1, one of the convolutional 

layers, consists of four feature maps. Each unit (neuron) in each feature map is connected 

to the     neighborhood of the input image. For the      -sized input image, the size 

of the feature map is       pixels, which can prevent the input connections from falling 

off the boundary. Each feature map unit should compute          trainable 

parameters and a trainable bias parameter. For four feature maps in layer   , there are 
              trainable parameters. These feature maps were subsampled as 

      pixels by the S2 layer. We will describe the subsampling process in the next 

section (3 Subsampling Layers).  

Layer    in Figure 1, also one of the convolutional layers, consists of 14 feature maps. 

The 14     convolution kernels convolute the output of Layer   , followed by the 

addition of trainable biases. Then, each feature map has only       neurons (size of 

output image of feature maps through layer   ). Here, the inputs of the previous eight 

feature maps in    were fused with two neighborhood feature maps in   . Therefore, layer 

   has 364 trainable parameters. 

Layer   , the third convolutional layer, has 56 feature maps. Each unit in layer    is 

connected to 14     neighborhoods of the layer   . Since the size of the feature maps of 

layer    is     (same as the kernel size) through the subsampling processing, the size of 

the feature maps of layer    is    . It constitutes the full connection between layer    

and   . The reason why    is still labeled as a convolution layer rather than the full 

associative layer is because if the input becomes larger than      , while the other 

remains unchanged, then the size of the feature maps will be greater than    . Layer    

has 112 trainable parameters.  
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Figure 1. Structure of Proposed CNN Algorithm 

 

Figure 2. Selection Rule of Feature Map Connection between    and    

In Figure 2,             are the feature maps obtained in layer and   ,...,     are the 

convolutional kernels.   ,...,     are the feature maps obtained from the output of   . 

In Figure 4,         ,...,     are the feature maps obtained in layer   .   ,...,     are the 

convolutional kernels.   ,...,     are the feature maps obtained from the output of   . This 

illustrates the feature map confusion rule between    and   . 
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Figure 3. Selection Rule of Feature Map Connection between    and    

 

2.2. Subsampling Layers 

The first subsampling layer is layer   , which is composed of four       feature 

maps, one for each feature map in   . Each unit of these feature maps is connected to a 

    neighborhood of the corresponding feature maps in   . For subsampling, we 

applied the Low-Pass, High-Pass Segmentation and Reconstruction approach. The image 

can be seen as a matrix, for which is generally assumed that the size of the image matrix 

    and X, Y are approximately non-negative integers. The frequency domain 

decomposition for the image is as follows: 

                       
          

          
                             (1)  

where A is low-frequency components,   
  can be seen as the horizontal component, 

  
  is the vertical component, and   

  is the diagonal component of the high-frequency 

component  .  

The unit of the     area corresponding feature map in the previous layer    is the 

receptive field. Then, this area added a trainable bias through the low-pass decomposition 

filter to reconstruct a subsampled pixel with a trainable parameter, and the results were 

calculated by the sigmoid function. The size of each feature map in layer    is a quarter 

(1/2 row and 1/2 column) of that of the feature maps in   . It has eight trainable 

parameters.  

Layer    is also a subsampling layer with 14     feature maps. The receptive field of 

each     area unit corresponds to the feature map in the previous layer   , like that of 

   and   . Therefore, layer    has 28 trainable parameters. 
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2.3. Full Connection Layers 

The full connection layer    and    contain the neural unit, the same as a classic 

network. These layers generate a classifier. In layer   , 14 neurons are fully connected to 

all the units with only one corresponding feature map in layer   . The output neuron in    

is fully connected to all neurons in layer   . This weighted sum is then passed through a 

hyperbolic tangent function to produce the state of the unit, in between -1.0 and 1.0. The 

output of the neuron is used to classify the input image as a nonperson (or vehicle) if its 

value is negative or as a person if its value is positive. 

To learn the parameters of the proposed network, the weight update algorithm used the 

backpropagation algorithm. In the pooling layer (subsampling layer), the low-pass band 

value from a batch of size p by q was found. The equation is expressed as follows: 

                                                    (2) 

where       is the coordinate of the pooling layer feature maps and    is the hidden 

variables in the lth layer. For this equation, we should only compute          because it 

has no parameters. If the value of the pixels is the value that is used for a low-pass band 

reconstruction, the value is passed; if not, a value of 0 is assigned.  

In convolutional layers, the coordinate       of the  th convolution filter in the       

layer can be expressed as follows: 

             ∑ ∑ ∑                         
 
   

 
   

 
              

(3) 

where the number of kernels of the lower convolutional layer is   and the number of 

kernels of the upper convolutional layer is  . If you calculate the differential coefficient, 

the gradient of the parameters can be expressed as follows: 

 

  
 ∑∑

 

    
            

  

 

 

(4) 

This means the gradient of the parameters can be calculated from the pixel value in the 

previous layer multiplied by the gradient value and aggregated.       obtains the results 

of the sum of the convolutional gradient in the previous layer by weight  . Table 1 shows 

the training algorithm of the CNN. 
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Table 1. Algorithm: CNN 

Initialize random weights 

    

while             do 

for                do 

prediction   forward propagation     

actual   . label 

  
 

 
∑       

 

   

 

for each layer do 

for each kernel 

calculate convolution filtering 

calculate subsampling               

end for 

compute    at each layer 

              

          

end for 

end for 

end while 

 

3. Experimental Results 
 

3.1. Pedestrian Detection 

For pedestrians, we used the dataset of INRIA [16] (which has 1,218 negative images 

and 614 positive images) and CVC02 [17] (which has 7,650 negative images and 1,016 

positive images), as shown in Table 2, to train our network.  

Table 2. Comparison Results of the Detection Accuracy For Each 
Algorithm(%) 

Dataset Negative images Positive images 

INRIA 1218 614 

CVC02 7,650 1,016 

 

The average pedestrian detection time for one frame with         resolution is 

around 67ms using our computer. Table 2 shows the comparison results of the detection 

accuracy between the proposed detection algorithm using the CNN and other algorithms. 

To evaluate the accuracy of the detection algorithms, we defined the accuracy equation as  
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                  (5) 

where    is the number of detected objects (pedestrians or vehicles) and    is the 

number of all objects in the dataset. In the experiment, we compare the results of the 

algorithms working in three video sequences. For the first video sequence, “PETS 2006” 

[18], HOG+SVM shows a higher quality performance than the others. In addition, the 

performance of the CNN is better than those of the other algorithms in the other video 

sequences, “PETS 2009” [19] and “ TownCenter” [20]. 

Table 3 shows the results of the processing time between the CNN and others. In the 

case of the PETS 2006 dataset, it takes 0.061 seconds to process one frame. The frame 

rate of PETS 2006 is 24 (frames/sec) (i.e., the system processes 23 frames per second).  

Table 3. Comparison Results of the Detection Accuracy for each Algorithm 
(%) 

Dataset ANN 
Haar+ 

Adaboost 

HOG+ 

SVM  
CNN 

PETS 2006 96.23 97.50 98.00 97.05 

PETS 2009 92.38 92.60 92.00 94.22 

TownCenter 87.25 87.55 90.50 92.65 

Average 93.56 93.55 94.35 95.35 

Table 4. Comparison Results of the Processing Time for Each Algorithm 
(sec/frame) 

Dataset ANN 
Haar+ 

Adaboost 

HOG+ 

SVM 
CNN 

PETS 2006 0.062 0.088 0.064 0.051 

PETS 2009 0.059 0.105 0.055 0.049 

TownCenter 0.061 0.084 0.057 0.050 

Average 0.061 0.100 0.057 0.050 

As the processing time is                    (sec), the system has not calculated 

23 frames per second. Through the experimental results, the tracking system using the 

CNN plays the video slowly for this reason. In contrast, as the proposed method reduces 

the processing time by about 0.011 seconds per frame, it presents faster,          
     , than the results from some existing methods with CNN. The proposed algorithm is 

more suitable for a real-time tracking system than ANN. 

 

3.2. Application of Intelligent Surveillance System 

1st Event – Intrusion Detection 

For this event, we set a region as a security area. If an invading person or car was found 

in this area, the system would detect the intruder and issue a warning. Figure 4 shows a 

flowchart of the 1st event of the intelligent surveillance system simulation. Figure 6 

shows the results of intrusion detection for the PETS 2006, PETS 2009, and TownCenter 
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datasets. For the simulation, for each dataset, we set a square region as a security area. If 

the detected pedestrian broke into the set area, it would cover the region of the pedestrian 

with the color red, as shown in each figure.  

 

 

Figure 4. Flowchart of 1st Event  

2nd event – pedestrian detection and count  

For this event, we set a line as the detection base. Then, if a person or car crossed the 

line, the system would detect the event. Figure 5 shows the flowchart of the 2nd event of 

the intelligent surveillance system simulation. The detection results are shown in Figure 7. 

 

 

Figure 5. Flowchart of 2nd Event 
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(a) Detection of persons for                (b) Detection for persons for  

     TownCenter dataset – 1                          TownCenter dataset – 2 

  

(c) Detection of persons for                (d) Detection for persons for  

   PETS2006 dataset – 1                         PETS2006 dataset – 2 

  

(e) Detection of persons for                (f) Detection for persons for  

   PETS2009 dataset – 1                         PETS2009 dataset – 2 

Figure 6. Detection Results for 1st Event 
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(a) Detection of persons for                (b) Detection for persons for  

     TownCenter dataset – 1                          TownCenter dataset – 2 

  

(c) Detection of persons for                (d) Detection for persons for  

   PETS2006 dataset – 1                         PETS2006 dataset – 2 

  

(e) Detection of persons for                (f) Detection for persons for  

   PETS2009 dataset – 1                         PETS2009 dataset – 2 

Figure 7. Detection Results for 2nd Event 

 

4. Conclusions 

As the existing deep learning algorithm for object detection and classification, the 

convolutional neural network (CNN) has been mainly used. However, it has shortcomings 

in real-time processing due to the computational complexity when processed together the 

other event algorithm.  
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In this thesis, we present an object detection technique that is composed of the 

modified CNN algorithm.  

In CNNs, each filter is replicated across the entire visual field. These replicated units 

share the same parameterization (weight vector and bias) and form a feature map. In the 

pooling layer, to maintain the original information of the feature maps, we applied an 

effective method with low-pass reconstruction.  

In the experiments, four datasets are used for training and four datasets are used for 

testing. Through the experiments, the proposed method shows similar results in object 

detection performance to those of the previous method with the CNN. The proposed 

algorithm shows a reduced processing time of about 0.011 seconds for each frame in 

comparison with the CNN, and the proposed method is proven to be more suitable for the 

real-time surveillance system. Finally, we simulated some intelligent surveillance system 

experiments with events.  

A future CNN algorithm should focus on how many objects are distinguished and how 

to improve performance. To improve performance, we need to answer various questions. 

The first is how many depth of the network used. The second is how many second 

convolutional layers are needed. The third is how many units are needed in each layer. 

Thus, we need to find optimal conditions to improve performance. 
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