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Abstract Y,
Particle swarm optimization (PSO) algorithm is a population-base s@ rithm
by simulating the social behavior of birds within a f It°|s a d efficient

optimization algorithm. But it exists the low computa' sy falling into
30 the qu tu theory, adaptive
introduced into the

local optimal solution in solving the complex prob

inertia weight, disturbance factor and diversity 0

PSO algorithm in order to propose an improyed P O(IWD%% SO) algorithm in this
paper. In the IWDMDQPSO algorithm, antum theory is used to change the
updating mode of the particles for guararxS g the simp&tlon and effectiveness of the

algorithm. The adaptive inertia welgh ed t ve the premature convergence of
the algorithm. The dlsturbance fact ed t e premature of the algorithm. The
diversity mutation strateg to m%& the global searching ability and
computation speed. Flnally amous, b k functions are selected to prove the

performance and effectivensss of the pro IWDMDQPSO algorithm. The experiment
results show that the pr IWDN@@ algorithm takes on better solving accuracy
and higher compufat eed in sol the complex function. So it has a remarkable
optimization perfo

weight, disturbance fac iversity mutation strategy, optimization performance

O

1 Introductlg@

Particle rmoptimization (PSO) algorithm has been concerned by a lot of scholars.
All Kinds arch results about PSO algorithm are proposed in recent years[1]. The
PSO al m is a kind of swarm intelligence evolutionary optimization algorithm by
inspiyi irds foraging behavior. It has its unique advantages, such as the less adjusted
pa ers, easy achieving, fast convergence speed and so on. So the PSO algorithm has
achieved some results in the field of function optimization, neural network training, fuzzy
control and power system [2-5].

However, the PSO algorithm is the same as the existing evolutionary algorithms, and it
also has some disadvantages, such as long computation time, easy falling into local
optimum and premature convergence and so on. Many researchers focused on improving
PSO algorithm, such as improving the inertia weight, population diversity, and combining
with other algorithms and so on. Da and Ge[6] proposed a modified particle swarm
optimization (PSO) with simulated annealing (SA) technique for training the artificial
neural network. Hayashi et al. [7] proposed an improved PSO algorithm based on
different characteristic to behavior of each agent for improving and enhancing the ability
of searching global minimum. Luo et al.[8] proposed an improved particle swarm
optimization (PSO) algorithm based on the discrete variables for solving non-convex
NLP/MINLP problem with equality and/or inequality constraints. Yu et al.[9] proposed
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an improved particle swarm optimization(PSO) and discrete PSO (DPSO) with an
enhancement operation by using a self-adaptive evolution strategies (ES) for joint
optimization of three-layer feedforward artificial neural network (ANN) structure and
parameters (weights and bias), which is named ESPNet. Li et al.[10] proposed an
improved hybrid particle swarm optimization(IPSO) to solve complex optimization
problems more efficiently, accurately and reliably. It provides a new way of producing
new individuals through organically merges the harmony search(HS) method into particle
swarm optimization(PSO). Hota et al.[11] proposed a new approach based on improved
particle swarm optimization(IPSO) technique to the solution of optimal power generation
to short-term hydrothermal scheduling problem. Zheng and Liu[12] proposed an
collaborative optimization(CO) based on improved particle swarm optimizer(MLPSO) to
handle the multidisciplinary design optimization(MDO) methods. Mandad al.[18]
proposed an improved parallel particle swarm optimization approach(IP Med
decomposed network for economic power dispatch with discontinuous fuel Zﬁmtion&
d

odel and

Chen and Zhang [14] proposed a new admissible efficient portfolio sele(ti
design an improved particle swarm optimization (P drith traditional
optimization algorithms fail to work eff|C|entIy for oposed lem. Niu and

Guo[15] proposed an improved particle swarm ation(PS sed on simulated
annealing algorithm (SA) to enhance the globalsearchin é\(m for optimizing the
parameters of SVR and selecting the inputs features S|m eously. Hu et al.[16]
proposed a two-stage guide multi- objecti@ﬁcle sw optimization(TSGMOPSO)
algorithm to solve this optimization protxr hich ca elerate the convergence and
guarantee the diversity of pareto- opt ont eII Sun et al.[17] proposed the
modified particle swarm optimiz PSO a5|b|I|ty -based rules optimize the
structure of main beam in or(%l the optimal parameters so as to make minimize the
deadweight of main beam. D al. [18] osed a new cooperative extended attribute

reduction algorithm nameg-€o- -PSA |mproved PSO, in which the cooperative
evolutionary strategy, w ftable ﬂ% nctions is involved to learn a good hypothesis
e

for accelerating th i ation of¢seafehing minimal attribute reduction. Wang et al. [19]
proposed an |mp e& particle swarm optimization algorithm (ISAPSO) to
solve hydrot hedulin problem. Ishaque et al.[20] proposed an improved
maximum p point fracking (MPPT) method for the photovoltaic (PV) system using a

modified partlcle swar,
improved discrete i

imization (PSO) algorithm. Zhao et al.[21] proposed an
optimization algorithm based on particle swarm optimization
(IDIPSO) for Qu f Service(QoS)-driven web service composition with global QoS
constraints. Ca et al.[22] proposed an improved particle swarm optimization (PSO)
algorithm m\h ifying the velocity update function for training the ANN. Zhao et al.[23]
proposed@ proved PSO algorithm for constructing the secondary flow calculation
model. and Chu[24] proposed the optimization of tool path planning in 5-axis flank

ruled surfaces using advanced Particle Swarm Optimization (PSO) methods
witiymachining error as an objective. Zeng et al.[25] proposed a novel solution algorithm
for multi-objective optimization problem based on grey relational degree(termed GRD-
MOP). Behrooz et al.[26] proposed an improved territorial particle swarm
optimization(TPSO) algorithm to tackle the premature convergence to local minima. The
diversity is actively preserved by avoiding overcrowded clusters of particles and
encouraging broader exploration. Li et al.[27] proposed an improved PSO in order to
overcome the premature convergence defect of the basic particle swarm
optimization(PSO) algorithm and provide an effective method for shape and sizing
optimization of truss structure. Li and Yang [28] proposed an improved particle swarm
optimization(PSO) based approach is proposed for a team of mobile robots to
cooperatively search for targets in complex unknown environments. The improved
cooperation rules for a multi-robot system are applied in the potential field function,
which acts as the fitness function of the PSO. Li et al.[29] proposed an improved particle
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swarm optimization (PSO) algorithm with a neighborhood-redispatch(NR) technique to
design an ultrawideband(UWB) antenna. Ji et al.[30] proposed an improved PSO based
on update strategy of double extreme value by analyzing the updating ways of double
extreme to solve various and complex optimization problems. Tang et al.[31] proposed a
novel algorithm(MACPSO) based on combining particle swarm optimization(PSO)
algorithm with chaos and multi-agent to reactive power optimization of power system.
Tan et al.[32] proposed an improved particle swarm optimization I-PSOC) routing
algorithm for cluster head selection randomness of clustering algorithm. Elloumi et al.[33]
proposed a novel approach(PSO-ACO) by introducing a PSO, which is modified by the
ACO algorithm to improve the performance. The new hybrid method (PSO-ACO) is
validated using the TSP benchmarks. Chen et al.[34] proposed a novel method to improve
the global performance of particle swarm optimization(PSO), which extends the exploring
domain of the optimal position in the current generation and the optimal p e&t‘gus

=
(@)

achieved by every particle. Li and Wei [35] proposed an improved natural “based
particle swarm optimization algorithm (selPSQO) to optimize the trajectories: ng et al
Selection of

[36] proposed an improved multi-objective PSO algo 'tb‘%z
unreliable data. Two state-of-the-art multi-objective i i
applied to this kind of problem.

Although these improved PSO algorithms hax@nove convergence rate, but it
has not solved the problem of falling into locakoptimum an ature convergence. So
an improved PSO (IWDMDQPSO) algor@ased .ogge quantum theory, adaptive

inertia weight, disturbance factor and div mutation egy is proposed in this paper
in order to improve the prematur erge e(/the global searching ability and
computation speed of the basic PS r|th Aﬂ( e famous benchmark functions are
selected to prove the perfor nd effe ess of the proposed IWDMDQPSO
algorithm.

The rest of this paper rganiz ows. Section 2 briefly introduces particle
swarm optimization.(P‘%gorith . tion 3 briefly introduces the quantum PSO

I

algorithm. Sectiom\g y intraduces the description of multi strategies, including
adaptive inertia @& distur factor and diversity mutation strategy. Section 5
introduces a ed QPS MDQPSO) algorithm based on the multi strategies.
Section 6 gi\@peri ntfor famous benchmark functions and results analysis. Finally,
the conclusions are disrc'@am Section 7.

2. Particle Sv@; ptimization (PSO) Algorithm
0

The PS rithm [37] is a population-based search algorithm by simulating the
social be%%’of birds within a flock. In PSO algorithm, individuals referred to as
particl e “flown” through hyper dimensional search space. The positions of
p within the search space are changed based on the social-psychological
t@cy of individuals in order to delete the success of other individuals. The
changing of one particle within the swarm is influenced by the experience, or
knowledge. The consequence of modeling for this social behavior is that the search
is processed in order to return toward previously successful regions in the search
space. Namely, the velocity(Vv) and position( X) of each particle will be changed by
the particle best value ( pB) and global best value (gB). The velocity and position

updating of the particle is described as follow:
Vi (t +1) = WV;; (t)+ Clrl(pBij (t)_ X (t))+ C,l, (gBij (t)_ X (t)) (1)

X; (t +1)=x; (t)+v, [t +1) @)
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Wherevij(t+1)is the velocity of the i" particle at iterations j", xij(t+l)is the

position of particle i" at iterations j‘h. W is inertia weight to be employed to

control the impact of the previous history of velocity. Accordingly, the parameter w
regulates the trade-off between the global exploration ability and local exploration
ability of the population. A large inertia weight facilitates the global exploration,
while a small one tends to facilitate the local exploration. A suitable value of the
inertia weight w usually provides the balance between the global exploration ability
and local exploration ability, and consequently results in a reduction of the number
of iterations required to locate the optimum solution. t is the number of iteration,

c, is the cognition learning factor, c, is the social learning factor, r, and r, are

ability for the research. So the particle flies through the potential solutlo
pBand gB in one navigated way, while still explore new areas b chastic

mechanism to escape from the local optimal value nerall e of each
component in the V can be clamped to the range ] ontrolllng the
excessive roaming of particles outside the a1Yyspace Th SO algorithm is
terminated with the maximal number of iteratiap or the ticle position in the
population can not be further improved aft sufficiently %arge number of iteration
are executed. The PSO has shown,th stnes effectlveness in solving

optimization function problems.
@n in Figure 1.

The basic flow chart of the PSO&@hm
\
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& N
Q\Lv’ Update the position and velocity of each particle

@ : Evaluate fitness function value of each particle

v

Update the history optimal position

v

Update the global optimal position of populatin

End

Figurel. The Basic Flow Chart of PSO Algorithm

190 Copyright © 2016 SERSC



International Journal of Hybrid Information Technology
Vol. 9, No.8 (2016)

3. The Quantum PSO Algorithm

In the basic PSO algorithm, the convergence of the particle is realized by using the
track method. Because the velocity of the particle is always limited, the search space in
the search process is a limited area. It does not include the whole feasible solution space.
And the basic PSO algorithm can not ensure that the value of probability is one for
searching the global optimal solution. But the particle can meet the aggregation state in
the quantum space, and it can realize the search in the whole feasible solution space. Sun
proposed a quantum particle swarm optimization (QPSO) algorithm. The QPSO algorithm
has better than the basic PSO algorithm. In the QPSO algorithm, the velocity and position
of the particles are attributed to one parameter. Each particle must converge to the
respective point p in order to ensure the convergence of the QPSO algori Vud

p:(pv Poyee pD)'

Gy X Pip + @, X Pyp

Po = ot e, \,% @6 3)

where ¢, and ¢, are random number on [0,1].

In order to calculate the next iteration va’ of th t| , @ middle optimal
position is proposed in this paper. The value of the Triiddle op osmon is described as
the average value of the local extremum @partlglegh calculation expression is
described as follow: \

1 1Y
Myt :MZ P = 21 ’M.Z:;' piD') 4)

i=1 i
where p, is the global e&um of the~i™" particle for controlling the convergence

speed, M is the number@partlcl . e evolution expression of the particle is
described as follow:

Myese — X(0) [ N1/ u) (5)
where u eff|C|ent creativity. In general, the QPSO algorithm
O|VI @

can get the b y using linear decreasing value of £.
0.5) x (Iter, ,, —t)/ Iteration ,, +0.5 (6)

4. The Descr;@ﬁ of Multi Strategies

4.1. Ada \lnertiaWeight
rtla weight w in the QPSO algorithm plays an important role for determining
@

ergence. It can use the particle to keep the motion inertia. The larger value of the
mert a weight w is beneficial to improving the fast convergence speed, and it is not easy
0 obtain the accurate solution. However, the smaller value of the inertia weight w is
beneficial to obtaining more accurate solution, but it has the slow convergence speed. So
there proposed some improved methods for controlling the inertia weight w, such as the
linear reducing inertia weight, dynamical adjusting inertia weight, and so on. But these
improved methods can not be widely applied for solving the complex problem because of
the complex implementation process. Therefore, an adaptive inertia weight strategy is
used to improve the performance of the QPSO algorithm. This strategy is described as
follow:

w=15- L - (7)
1+ klxexp(—k2X| fg - favg |)
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where k; and k, are the control parameters, f_ is the optimal fitness value of the

population, fav@j is the average fitness value of all particles, fa' is the average fitness

Vg
value of all particles with superior f, . | f, —f

convergence of the population. If the value is smaller, then the particle is more premature
convergence.

a'vg | is used to evaluate the premature

4.2 The Disturbance Factor

Like other evolutionary algorithms, the main problem of the QPSO algorithm is how to
enhance the searching ability of the particles. With the increasing of the size of the
optimization problem, the algorithm must take on the good performance |n den to
prevent the particles to fall into the local optimal solution and reduce the searc

In order to prevent the occurrence of premature convergence, the dist factor is

introduced into the search process of the QPSO algorithim. When following
conditions occur, the premature phenomenon will e. A the particles
converge to the current global optimum, or the dIS ent particles is

smaller. For one random search process, it is me\\A/‘ rap t particles converge
to the current global optimum. Because there rtain ce the current global
optimum by comparing the particles. But it cafhavoid the ure phenomenon for the
smaller distance between adjacent partches |stur &Jactor is introduced to update
the position of particle in order to avoi %@ aIIe ce between adjacent particles.
The disturbance factor uses the nor Istri ctor to change the position and
direction of the current search a SO tha%rtlcles are far from the neighboring
particle for improving the d| he partic he disturbance factor is described as
follow.

@(n) «)%&frando ©)
where x(i) is e\ ent po t| f th individual, A4 is a control parameter,

rand() is a rand ctlon@‘ormal distribution value. When the distance between
adjacent parl smaller, théwdisturbance factor can avoid the premature phenomenon.
But how to determine ge orithm to occur premature phenomenon, the determining

criteria is used in the process. The premature factor is f_, the number of repeated
iteration is fg. e number of repeated iteration is greater than the premature

factor( f, \tﬂ)r en the disturbance factor is used.

43. T rsity Mutation Strategy

@e random initialization stage of QPSO algorithm, the diversity of the population is
ghef. But with the advance of evolution, the difference of particles is reduced and the
diversity of the population is decreased, which fall into the local optimum and occur the
premature phenomenon for QPSO algorithm. So the diversity mutation strategy is used to
improve the QPSO algorithm. The advantages of the evolutionary algorithm and QPSO
algorithm are combined in order to improve the search performance.

The diversity formula of the QPSO algorithm is described as follow.

19 St ot
__52 Z(Xij _Xj)2 9)
i=1 j=1

where ¢ is the length of the longest diagonal line in the search space.
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In order to keep the diversity of the population, when d' <d,,,, the following

mutation operation is performed in order to make the population for jumping away the
local extreme point.

L= pl+ pxIx
{p, pl+pxSx¢ w0

pgj %J+px5x§

where £ ~N(0,1), p is a specified parameter. o >10d,,, is proposed in order to

low

meet the requirement of d' <d,  after the mutation is executed.

low
In the process of the mutation operation, the value of | p‘j - pitj | is increasing with the

global best position of particle migration. At the same time, the average best positio of
the population is also updated to broke the particle aggregation state for incteasing the
diversity of particles and avoiding the premature phenomenon.

5. An Improved QPSO (IWDMDQPSO) Alg&iﬁn Bas@ the Multi

Strategies

Because the PSO algorithm takes on the a@tage NQSlmple concept and
easy operation and so on, it obtains the e researcm rapid development in
recent years. But the PSO algorlthm.h low t tation speed, easy falling
into local optimal solution, and ten towar nation in solving complex
function, and so on. The quantu % %ange the updating mode of the

ory
particles to ensure the simpli c@ and elé’é ness. The adaptive inertia weight
is used to improve the pra@ converg of the algorithm. The disturbance
factor can avoid the prematuré' phené n. The diversity mutation strategy can
avoid declining the po tion dme&m the search process. So the quantum
theory, dlsturbance-f and di mutation strategy are introduced into the
basic PSO algofh% ord to propose an improved ACO(IWDMDQPSO)

algorithm in th roposed IWDMDQPSO algorithm, the quantum
theory is u. hange ting strategy of the particle, improve the global
I

convergence lity btaln the search method of the particle with the
simplification and ef veness The disturbance factor is used to prevent the
occurrence of pr e convergence. The diversity mutation strategy can avoid
declining the tion diversity in the search process, improve the global

searching ,abjlityyand computation speed. Therefore, the proposed IWDMDQPSO
algorithm\%ss on better solving accuracy , higher computation speed and a

timization performance in solving the complex function problems.

remarké
G%mriment and Results

6.1. Test Function and Test Environment

In order to test the effectiveness of the proposed IWDMDQPSO algorithm, five
benchmark functions and the basic PSO algorithm, QPSO algorithm and APSO
algorithm are selected in this paper. The parameters' values of four algorithms are
the complicated problems, the parameters' changes could affect the optimum value.
So the selected parameters' values are those that gave the best computation results
concerning both the quality of the solution and the run time needed to achieve this
solution. The obtained initial parameters' values of four algorithms are shown in
Table 1.
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Table 1. The Obtained Initial Parameters' Values of Four Algorithms

Parameters PSO QPSO APSO IWDMDQPSO
Population size( M ) 100 100 100 100
Iteration (T, ) 500 500 500 500
Initial inertia weight( W) 0.80 0.80 0.80 0.80
Max velocity(V ) 80 80 80 80
Learn factor C,=C,=2 C,=C,=2 C,=C,=2

Mutation probability( P, ) N/A N/A N/A

Five benchmark functions from the famous benchmarks are shown

Table 2. Benchmark Fun\g% @

Fun. Function Expression Q ; y Opt. Range
f f(x)= Z 'Q . &§7) [-100,100]
: YQ \C‘,

f, % é}%x ) \\Q) [-100,100]
f(x I

f, x! + ra@n[o 1) 0 [-1.28,1.28]
f, Hcos( )+1 [-600,600]
“&: )
f f ax{| % [1=<i<n} [-100,100]
6.2. Test Results aIyS|s
In the experi process of four algorithms, the optimization result of the proposed

IWDM DQP\é.algorithm is compared with the optimization results of the PSO algorithm,
rithm and APSO algorithm. Each continuous function with 30 dimensions

the QPS
are_is | gendently run 20 times in order to represent the performance of the proposed
h

I PSO algorithm. The best value and the average value are selected to describe
formance of four algorithms. The experiment results are shown in Table 3.
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Table 3. The Experimental Tested Results

QPSO

4.9034E-012

Fun. Algorithms Optimal value Best value Average value
PSO 0 6.2306E-006 2.4528E-004
QPSO 0 6.0741E-046 5.5076E-044
fl APSO 0 4.6417E-047 2.6414E-044
IWDMDQPSO 0 2.9403E-049 7.3603E-046
PSO 0 3.8651E-003 9.3528E-002

N

2.1682E-0
f,
APSO 0 1.3627E-02 456 2E"
5.469 f%& %&-oaz

IWDMDQPSO 0
PSO 0 . -002 WSGZE -001
f QPSO 0 7.537%E- oﬁ&, 5.8328E-008

3
APSO 5 476 3.5938E-010
IWDMDQPSO & & E-020 7.4503E-017

1 0.4
PSO 4721E-003 2 4610E-002
QPSO @ \ 5.5362E-008 2 4529E-006
f, . Q

;&sg 0 4.5631E-020 1.9547E-017
rb@bqpso Yo 0.0000E-000 2 4526E-040
U Psobg) 0 2.3572E+001 8.4713E+001
F%.. 0 5.6403E-012 1.4623E-010

f5
SO 0 6.5218E-018 4.6046E-015
3.0452E-030 7.4452E-026

%‘NDMDQPSO 0
—

be seen from Table 3, the IWDMDQPSO algorithm can find the best solution
for five benchmark functions by observing and analyzing the experiment results. For

the functions f,, the best optimal solution (0) is been found by using the IWDMDQPSO

algorithm in the experiment. The experiment results show that the IWDMDQPSO
algorithm has the better searching ability than the PSO algorithm, QPSO algorithm and
APSO algorithm. The proposed IWDMDQPSO algorithm takes on better optimization
performance for five functions. So the IWDMDQPSO algorithm can better search for the
global optimization solution, and it can improve the computation speed and avoid to fall
into local optimal solution and the premature phenomenon in solving the complex
problem.
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7. Conclusion

The PSO algorithm is a population-based search algorithm inspiring birds
foraging behavior. It has the less adjusted parameters, easy achieving, fast
convergence speed and so on. But it exists the long computation time, easy falling
into local optimum and premature convergence and so on. So an improved
PSO(IWDMDQPSO) algorithm based on the quantum theory, adaptive inertia
weight, disturbance factor and diversity mutation strategy is proposed to improve
the premature convergence, the global searching ability and computation speed of
the basic PSO algorithm. The quantum theory is used to change the updating mode
of the particles for guaranteeing the simplification and effectiveness of the
algorithm. The adaptive inertia weight is used to improve the prematuge
convergence of the algorithm. The disturbance factor is used to avoid the r‘gw}ére
of the algorithm. The diversity mutation strategy is used to improve %ﬁ obal
searching ability and computation speed. And five benchmark func@ e basic
PSO algorithm, QPSO algorithm and APSO algorit are se 0 test the
effectiveness of the proposed IWDMDQPSO algo\& The eriment results
show that the proposed IWDMDQPSO algorithp S arching ability
than the PSO algorithm, QPSO algorithm and{APSCO algorithm, ¥t can better search
for the global optimization solution, improve the comp%ﬂ) speed and avoid to
fall into local optimal solution and the@matu.re henbmenon in solving the

complex problem.
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