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Abstract 

In allusion to such problems in the traditional face recognition methods as poor 

recognition accuracy and dissatisfactory processing effect for directivity and anisotropic 

characteristic in face data, lasso regularized Gabor shearlet face multivariate sparse 

function approximation algorithm is proposed in this article. Firstly, Gabor improved 

shearlet algorithm is adopted at the level of the face-image biological signals for the 

sparse expansion representation of the face data characteristics, and meanwhile this 

algorithm is also adopted to extract the geometrical characteristics of the expansion face 

with directivity and anisotropic characteristic. Secondly, in order to balance the 

algorithm effect, lasso regularization theory is introduced therein to control and weigh 

the relation between the fidelity and the smoothness of the face data. Finally, the 

corresponding simulation experiment is carried out to compare the proposed algorithm 

and the existing algorithms in the standard test database in order to verify the advantages 

of the proposed algorithm in the aspect of face recognition accuracy and efficiency. 

 

Keywords: Recognition accuracy; Shearlet; Face recognition; Smoothness; Sparse 

approximation 

 

1. Introduction 

As a classic research direction in the fields of computer vision and pattern 

recognition, face recognition is a biological recognition technology for identity 

recognition and tracking based on face characteristics. Currently, face recognition is 

widely applied in many fields, such as government, bank, military affairs, e -

commerce, welfare guarantee and safety & defense [1]. Actually, many 

achievements have been obtained for the research on face recognition algorithm, for 

example, Eigenfaces recognition method proposed in literature [2], Fisher face 

discrimination method proposed in literature [3], support vector machine, neural 

network, etc. The recognition subset selection is a standard statistical problem for 

face recognition and mainly includes the following operations ( 0L regularization): 

2

0 2
ˆ argminL   

 
X y  , and this condition 

0
  shall be met. In the above 

formula,  is the setting parameter; y is the normalized face data; X is the face 

database matrix;  is the weight matrix used for controlling and weighing the 

relation between the fidelity and the smoothness of the face data. This statistical 

method becomes a research hotspot for face recognition in recent years, because the 

sparse representation concept represented thereby has brought the possibility for the 

reconstruction of the face recognition data. For example, the sparse representation 

classification (SRC) scheme proposed in literature [4] regards the recognition 

problem as a multiple linear regression sparse classification problem and 

meanwhile 1L is minimized to realize the effective extraction of the face 
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characteristics; the image coding is searched for the sparse linear combination of all 

training samples, and the reconstruction error is minimized to realize the 

classification of the searched images. Even so, it is indicated in literature [5] that 

the success of SRC is ascribed to the coordination representation of the searched 

images rather than the sparse constrained code of 1L norm. Besides SRC scheme, the 

regularized robust coding (RRC) method proposed in literature [6] can realize the 

robust regression of the regularization coefficient. 

Actually, although the traditional wavelet transform is widely applied in image 

processing, yet it is restricted in the field of solving the information directivity 

problem [7]. In comparison, the shearlet can be used to provide more simple multi -

scale analysis framework and has higher efficiency for solving image directivity 

problem and anisotropic problem, thus to realize the optimum sparse representation 

and numeric rapid representation of 2D/3D images. Lasso regularized Gabor 

shearlet face multivariate sparse function approximation solution is proposed in this 

article mainly on the basis of the sparse regularization theory. The main innovative 

presentation of this article is as follows: (1) efficient face characteristic extraction 

method based on direction characteristic; (2) the adoption of Lasso method for  

realizing regularization optimization based on the above extracted direction 

characteristic. 

 

2. Classification Algorithm Based on Sparse Representation 

For k clusters of training samples, if the matrix composed of the ith cluster of 

training samples is set as 1 2, , , i

i

d n

i i i in R
   D d d d ( in is the number of the ith 

cluster of training samples), then the whole training sample set can be expressed 

as  1 2, , , d n

k R  D D D D , wherein n refers to the total number of the training 

samples and is expressed as
1

k

ii
n n


 . If the training sample matrix D is regarded 

as a dictionary, then the given test sample y can be linearly expressed by 

dictionary D , namely y Dx . It is believed in SRC that test sample y can be fully 

linearly expressed by the similar training samples. Therefore, when there are enough 

training samples in training sample set D , vector x of y in dictionary D is sparse. 

In SRC, 0l norm is replaced by 1l norm to approximately represent the sparseness 

of vector x , and meanwhile the noise influence is considered. Therefore, the 

sparsest solution of y Dx can be obtained through 1l norm minimization problem. 

Specifically, the optimization problem of 1l norm can be expressed as follows: 

1
min

=. .s t





x
x

y Dx
                                                   (1) 

Minimization Problem (1) is a convex optimization problem and can be solved 

through rapid basis pursuit algorithm [14, 15]. 

On the basis of sparse representation coefficient x̂ obtained thereby, if ˆ( )i x is set 

as a vector which has the same dimension as x̂ and only reserves the nonzero 

elements corresponding to the ith cluster in x̂  and in which other elements are zero, 

then approximate evaluation ˆ ˆ( )i iy D x of the test sample correlated to the ith 

cluster can be obtained. Further, the reconstruction error correlated to test 

sample y and each ith cluster of training samples is obtained as follows: 

 
2

2
ˆ( ) ( )i i r y y D x   (2) 
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In SRC algorithm, the cluster with minimum reconstruction error ( )ir y is judged 

as the cluster containing test sample y . 

 ( ) argmin ( )i iindentity y r y  (3) 

In the above formula, ( )indentity y denotes the cluster label of test sample y . 

In practical application, face images are usually polluted by noises and the image 

acquisition process may be influenced by such errors regarding face expression, 

posture, light condition, local obstruction, etc. For the above reason, unit matrix 
d dI R  is introduced into SRC as the error dictionary to describe the face image 

noise and error. Then, the given test sample y can be linearly and sparsely expressed 

by redundant dictionary   ( )d n dR   B D I composed of the training sample matrix 

and the error dictionary thereof. The specific formula is as follows: 

 
1

min

. . =s t





w
w

y Bw
 (4) 

In the above formula,  ,w x β ;  is a positive constant. Similarly, the optimal 

solutions x̂ and β̂ can be obtained through solving Optimization Problem (4). 

Further, reconstruction error ( )ir y correlated to test sample y and each ith cluster of 

training samples can be obtained, and ( )ir y is subsequently adopted to classify the 

test sample according to Formula (3). 

 

3. Regularized Gabor Shearlet 
 

3.1. Algorithm Framework 

Two-dimensional Gabor wavelet transform is an important tool for signal analysis 

and processing in time-frequency domain, and the transform coefficient thereof has 

good visual characteristic and biological background. Gabor filters with different 

parameters can capture local characteristic information in the image, and such 

information is corresponding to different spatial frequencies, positions and 

directions. Due to the insensitivity to brightness and face expression change, Gabor 

filter is widely applied in such fields as image coding, handwritten number 

recognition, face recognition and edge detection. 

Two-dimensional Gabor wavelet transform is adopted for the gray level image 

obtained after preprocessing in order to obtain the fatigue characteristics of the 

driver face area. Therein, the two-dimensional Gabor wavelet kernel function is as 

follows: 

 
2 2 2 2

2

2 2
( , ) exp( )[exp( ) exp( )]

22

j j

j j

k k x
k x k x




 

  
      (5) 

In the above formula, 
2

jk is adopted to ensure that the filters with different 

frequency bandwidths have approximate energy; 
2

exp( )
2


 is adopted to compensate 

image DC shunt excitation. Obviously, the filters are insensitive to the overall 

lamination, thus to have the advantages of keeping the spatial relationship while 

describing the spatial frequency structure. 

 
2

2
cos

, 2 ,
sin 8

v
v u

j v u

v u

k
k k

k

 
  




 

   
 

 (6) 

jk forms different wavelets (with different edge values). Four dimensions 

2

22 ( 1,2,3,4) ,
v

vk v




  and six directions :0 6 / 8 ( 1,2,...,6)    , / 8  are 
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adopted in this article, wherein interval is set as the filter length, namely  , 

and the time frequency is set as 1. If image ( , )I x y and convolution wavelet are input, 

then the following formula can be obtained: 

 ( , ) ( , ) ( , )
j j

g k x I x y k x dxdy   (7) 

In the above formula, ( , )jg k x is the amplitude. Gabor filters have 48 characteristic 

points and accordingly form one group of optimum filters representing the object 

characteristics. The wavelet subspace is composed of these filters, and the image is 

projected to the wavelet subspace in order to obtain the wavelet coefficient. 

Afterwards, the mean value and the variance are extracted to represent the statistical 

characteristics of the driver face expression image. 

 

Figure 1. Distribution Diagram of 48 Characteristic Points 

 

3.2. Model Shearlet Characteristic Extraction 

For the regularized Gabor shearlet method proposed in this article, the shearlet 

theory is firstly adopted to initialize the face model. A compact biological signal can 

be generated through the shearlet network. The main feature of this method is as 

follows: the weight value is adopted for shearlet reconstruction in order to match 

with the individual images in the face database, as shown in Figure 2. 

Shearlet 

Network 

Approxi-

mation

Shearlet Network Approxi-mation

 

Figure 2. Shearlet Training Model 

A strict framework can be formed through the shearlet, and this means that any 

spatial image can be represented through the following quadratically integrable 

function: 
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2

, , , ,

, ,

, j l k j l k

j k R k R

f f  
 

   (8) 

The above formula is adopted to define the shearlet algorithm, similarly to hybrid 

RBF neural network and the wavelet network decomposed by shearlet. In the 

optimization stage, the weight connection of each stage can be calculated and 

analyzed through mapping the signal to the shearlet. Specifically, the model formula 

is as follows: 

 
 

1

, , , , ,

1

, , , , ,,

N
t m

j l k i m j l k

m

i m

i m j l k j l k

  

  









 



 (9) 

 

3.3. Description of the Proposed Algorithm 

 init l
e denotes the lth maximum element in set  2 , 1, ,inite j j n , and can be 

calculated according to the following formula: 

  
2

inite mean y X      (10)    

In the above formula, X as the face data is a matrix with the size of n d ; y as the 

normalized face test image is the vector data with the size of 1n . After 

optimization, the following formula can be adopted to calculate rest energy e : 

  
2

ie  X y   (11) 

In the above formula, i is the weight value obtained after Lasso optimization 

( 1L regularization theory). Then, the minimum cluster of sample y is searched for 

face recognition, and the judgment standard is as follows: 

    
2

1

2

2

error y   y X  (12) 

In the above formula, X is the face image reconstructed through the shearlet 

characteristic extraction of the model; y is the test image reconstructed through 

projection and characteristic extraction;  is the weight value. The process is as 

shown in Figure 3. The steps of the regularized Gabor shearlet face recognition 

algorithm are as shown in Pseudo Code 1. 

Pseudo Code 1: Regularized Gabor Shearlet Face Recognition 

Input: 

---- y : Normalized face test image;  ,2normf : y = f f ; 

---- X : Face database ordering; x xX = X ; 

---- Iter : Maximum iteration number; 

---- thre : Weight;  0,1  

Output: 

— ;  identity y ; 

---- :  identity y  

Algorithm Steps: 

1. Select init according to Formula (12); 

2. Diagonalize matrix X , t  X X X ; t  y X y  

3. for i Iter= 1: do 

4. Calculate according to Formula (8): 
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5.       
2

1 2 1

1
ˆ argminL

n
 

 
   

 
X y   ; 

6.     , , , , ,t t

i init threlasso   X y X y ; 

7.    
init i  ; 

8. endfor 

9. 
rec iy  X ;

i  ; 

10. if 1k  do 

11.       
2

1 2

2
error y   y X ; 

12. endif 

13.    argminhidentity y error ; 

 

4. Experiment and Analysis 
 

4.1. Experiment Conditions 

Face recognition is an extremely challenging research subject in the fields of 

computer vision and pattern recognition. Four large face databases are mainly 

adopted for this experiment: ORL, YALE, FERET and DCSKU. Specifically, ORL 

database includes ten different image combinations of 40 different subjects. Due to 

the photographing difference, the images photographed by different persons are 

different from each other in the aspects of light condition, face expression and face 

details. Additionally, Yale database includes 1,265 gray level images in GIF format 

for 15 persons; FERET database include 1,196 front face images; DCSKU database 

includes 1,000 face images photographed under different conditions for 100 men 

and 50 women. 2/3 of the images are selected as the training images and 1/3 of the 

images are selected as the test images. 

In this experiment, all face images shall be normalized into the images with the 

size of128 128 . The hardware condition of the experiment is as follows: processor  

CPU: Inter(R) Core(TM) i3-3110 @2.40GHz; memory RAM: ddr3 1600 4G. Some 

images in the above databases are as shown in Figure 3. 

 

ORL YALE

FERET DCSKU  

Figure 3. Face Database 
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4.2. Recognition Accuracy 

As mentioned above, the size of the normalized image is selected as 128 128 , and 

the frequency of Gabor filter is selected as max 2f  . Eigenface algorithm, 

Fisherface algorithm, SRC algorithm and LGBPHS [11] algorithm mentioned above 

are selected as the comparison algorithms. The recognition accuracy is selected as 

the evaluation index and can be defined as follows: 

 1RA EER   (13) 

In the above formula, EER is the equal error rate index. 

The evaluation indexes of LRGS algorithm proposed in this article and the 

comparison algorithms are compared in the test face database. The comparison 

results are as shown in Tab.1, and the average run time of the algorithms is as 

shown in Tab.2 (the average run time obtained through running each algorithm for 

20times). 

Table 1. Comparison Results of Recognition Accuracy 

Database/Algorithm Eigenface Fisherface LGBPHS SRC LRGS 

ORL 0.5921 0.8450 0.8737 0.7519 0.9600 

YALE 0.6053 0.8750 0.8637 0.7256 0.9600 

FERET 0.5697 0.7500 0.8187 0.7165 0.9250 

DCSKU 0.6842 0.8250 0.8837 0.7627 0.9698 

The simulation comparison results of the four comparison algorithms in such face 

databases as ORL are as shown in Tab.2. From the aspect of the recognition 

accuracy index, the recognition accuracies of Eigenface algorithm, Fisherface 

algorithm, LGBPHS algorithm, SRC algorithms and the proposed algorithm are 

respectively in the ranges of 56%~69%, 75%~85%, 81%~89% ,71%~77% and 

92%~97%. Obviously, LRGS algorithm is superior to such comparison algorithms 

as Eigenface algorithm in the aspect of recognition accuracy. 

The run time of the four comparison algorithms in such face databases as ORL is 

as shown in Tab.3. According to the simulation results, the run time of LRGS 

algorithm in ORL face database is 2.516s, longer than that of Fisherface algorithm 

but shorter than that of Eigenface algorithm and LGBPHS algorithm; LRGS 

algorithm has the fastest run speed in YALE database; the run time of LRGS 

algorithm in FERET database is longer than that of Eigenface algorithm and 

LGBPHS algorithm but shorter than that of Fisherface algorithm; LRGS algorithm 

also has fastest run speed in DCSKU database; SRC algorithm has moderate or 

slower run speed in the above face databases. In conclusion, LRGS algorithm has 

optimum run time in the above face databases. 

Table 2. Comparison of the Average Run Time 

Database/Algorithm Eigenface Fisherface LGBPHS SRC LRGS 

ORL 6.415 2.133 3.146 4.653 2.516 

YALE 5.042 6.500 5.238 4.814 3.325 

FERET 4.610 5.113 3.473 5.986 4.786 

DCSKU 5.867 3.102 4.443 3.846 2.758 

 

 

 

 

Onli
ne

 V
ers

ion
 O

nly
. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LLEGAL.



International Journal of Hybrid Information Technology 

Vol. 9, No.8 (2016) 

 

 

132  Copyright © 2016 SERSC 

5. Conclusion 

Gabor shearlet face multivariate sparse function approximation algorithm based 

on Lasso regularization is proposed in this article to effectively solve such problems 

in traditional face recognition as poor algorithm accuracy and dissatisfactory 

processing effects for directivity and anisotropic characteristic in face data. 

According to the experiment comparison in four standard face databases, namely 

ORL, YALE, FERET and DCSKU, LRGS algorithm proposed in this article is 

superior to Eigenface algorithm, Fisherface algorithm, SRC algorithm and LGBPHS 

algorithm in the aspects of recognition accuracy and run time. Meanwhile, the 

selection comparison results of the normalized image size and Gabor filter 

frequency are also given in this experiment in order to provide reference for 

selecting algorithm parameters. 
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