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Abstract °

In order to improve the fault positioning accuracy of distributed genera ower
distribution network, it puts forward fault positioning method of distr@ network

equipment based on blended data association rule dat ing methdd. d on fuzzy
rough set theory, it studies classification rule mining m&@ n hybri a, through the
d

introduction of the rule to obtain the a generalizew Igorithm, and control

the scale and complexity of the obtained rule e the classification
efficiency of rough set method of knowledge disco on thé data and get the fault
positioning feature of distribution network, Ainaily adopts the” support vector machine
(SVM) to make fault classification, an%ﬂ@s the pe@ nce of the algorithm with
simulation experiment. The simulatio ts show/that, "this paper can be quickly and
accurately to locate fault power sectian,and t }%& sitioning accuracy is higher than
other fault positioning methods Gf ution’%ﬁ .

Keywords: Rough set; fault position.iﬂéakssociation rule; Power grid equipment;

Modal data

1. Introductiob
With th@l development of our country economy, and the constant
n

improveme peop 'sque quality, the demand for electricity in the production
and living is beco %imore and more large[l]. Distributed Generation, DG
technology has ¢ the structure and operation mode of distribution network,
puts forward hi equirements on fault positioning reliability, so how to improve
the fault ppsitioning accuracy of Distributed generation power distribution network,
become a ot in current study of electrical applications [2]. Due to containing
distrib generation power distribution network fault positioning has very
i r practical application value, a lot of experts and scholars have put into the
s%f the problem, and proposed many effective fault positioning algorithms of
contdining distributed generation power distribution network [3, 4]. The fault
positioning method of current containing distributed generation power distribution
network is mainly divided into two categories: one is fault positioning method based
on perfect information, another kind is fault positioning method based on the
imperfect information [5]. In positioning method based on perfect information, the
matrix algorithm is widely studied due to its fast computing speed.

There has no Literature on the analysis and research on rough set rules for
blended data mining method. This paper makes systematic research on rule mining
algorithm based on fuzzy rough set model, the method leaves out blended attribute
of pretreatment process, can be directly analyzed the blended data, and provides
support for the classification knowledge of network equipment fault diagnosis data
with rough set method. With a good adaptability, this new method can effectively
decompose the complex signal into several intrinsic mode features (IMF) can
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highlight the local signal features, can better grasp the original local signal features,
using the EMD decomposition method is not only no need of selecting basis
function, but also can be decomposed according to the signal characteristics, and
can highlight the local features of signal accurately, with very good adaptability as
well[11]. In order to improve the fault positioning accuracy of distribution network,
aiming at the shortcomings of the current fault positioning method, it puts forward
based on the fault positioning method of distribution network based on empirical
mode decomposition, and tests the performance of this method with simulation test.
The simulation results show that the distribution network fault positioning algorithm
can quickly, accurately to locate fault interval.

2. LERS Rule Mining System Based on Rough Set .

LERS rule mining system based on rough set is the most widely_us e of
rough set knowledge acquisition system. Algorithm LEM2 is the typi@ mining

algorithm of LERS system, the upper and lower appro ation lak rough
set model as the input of the algorithm, sets certaln e and ility rule for
inconsistent data sets. LEM2 algorithm has.b ucce II applled in the
knowledge discovery and data mining of fault is dev able [4].
2.1. Rough Set Rule Mining Model X

The basic concept of algorithm LE using at%b%te value for modeling. For

an attribute value, t=(c;,v) , ¢ GC&i of t is denoted as [t], it is
he th domain U, these objects satisfy

composed by a series of objeac

{xIx; =v,xeU}, Assumed‘HAB is a.n ty lower and upper approximate set
of category set,T is the attpibute va et of one object,that is set B depends on
set T if and only ifJ e R&et T is called as the minimum coverage of

set B,if and only pends n no other subset T' of T,satisfies B depends
onT'.Assumed Q non |n|mum set, C is the local coverage of B, if and

only if: @
1) Ur,[Th=B,
1) YUra [T]1=8B, b

2) C is minim at is no subset ¢’ of C satisfies condition 1).
h

Algorithm L adopts strategy based on priority, each selection has attribute
value wit I‘&ri hest priority and add it into the partial minimum coverage. When
given a coverage, the algorithm transformed into a set of rules set. Rule
minin d on rough set method does not need to make changes on model, can
i with the discretization method, attribute reduction method for the
dge acquisition on fault diagnosis blended data.

2.2. Measurement of Classification Rule

Pawlak gave the property of generalized decision rule. For a given decision
information system DIS,DK indicates a generalized decision class,where K
represents example set related to DK. p represents a basic condition,that is the (a,v)
condition attribute-value pair,where a€C and vEVa,assumed ®=p, AP, A... AP,
is a conjunctive form of basic condition,[®] represents the coverage of ®,that is the

sample set satisfying all basic conditions of®, [®], =[®]"K is called as the

positive coverage of® on K,[®], =[®]N(U \K) is called as negative coverage on
K.
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Definition 1 For a given decision list DIS, DK is a generalized decision class, the
classification rule r can be expressed as:

IF @ THEN DK,

Or simplifiedas : ® —D,.

Where, @ is the condition of r, satisfies [®@], =<, and DK is called as decision
part of r. If DK is a single decision, rule r is called as certainty rule, if DK is the
association of multiple decisions, then rule r is called as possibility rule.

Definition 2. For a given classification rule r, K is the sample set covered by
generalized decision DK, classification rule r relative to K is significant when and
only when it meets the following conditions:

(1). Consistency : [®], #D ;

(2). Minimum : if delete any basic condition pi from®,and no Ionger@a&

consistent.

Definition 3 For a given classification rule set R, IS a gene decision
class, if the description of R on DK satisfied the fol wﬁg'bond 0 n R can be
called as a minimum rule set.

(1). For random rE€R it is significant ;

Definition 4 For a given decision inf ion sy DIS, r is the classification
rule of decision table, ® represents ion of rule, DK is the decision of the

rule, while the support, coverage& rell mg‘ some decision di€Vd can be
respectively defined as: 4

Heyp (1) F[@] /U | . %

Ho )R/ 1D | @) \Q\

Hor (TG IO LHBH KO

It can be kno defini«% 4, support indicates the samples of support rule
in the theor %ﬁam; co indicates the proportion of supporting number in
the corresp g ge jzed decision classes; credibility indicates the probability
of correctly using th for reasoning. After obtaining classification rules, it
needs to evaluate t acted rule. The common method is the recognition rate of

test rule on test classification, the smaller the error rate is, the better of the
rule it is

2). Yral®1=K ; \})
(3). Delete any rule reR,R\{r} no Ionge@psfles co; ithen (1) and (2).

3 Rule % ng Algorithm of Blended Data of Fault Diagnosis on Power
quipment

Iak rough set model only operate on the data set containing symbol attribute.

The “fault diagnosis decision table usually contains heterogeneous attribute. The

following will discuss classification rule mining algorithm of blended data on the
basis of the fuzzy rough set model.

3.1. Rule Mining Model Based on Fuzzy Rough Set

A clear equivalence relation can be generated as the clear division on the theory
of domain, and a fuzzy equivalence relation can be generated as the fuzzy partition
on the theory of domain. Therefore, attribute values in rough set rule mining
algorithm on block definition can be naturally extended to fuzzy equivalence space.

Definition 5 Assumed t=(c;,F) is the attribute value pair of blended decision
information system, then the fuzzy block definition of tis :
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[t]: xeU /uF (Xj)

Obviously, [t]is fuzzy equivalence class generated by x on fuzzy equivalence
relation R. According to the nature of the fuzzy equivalence relation, [t] is a fuzzy
set. This is the primary difference between fuzzy block and clear block. It's easy to
see that, as the clear set is the natural extension of the fuzzy set, the definition of
fuzzy block is the natural extension to the definition of clear block. If the property is
discrete, equivalence relation matrix and equivalence class will be degenerated into
block definition of classic algorithm.

Definition 6 Assumed R is fuzzy equivalence relation, X is the clear set of
object, then the upper, lower approximation set is defined as:

RX ={x|[x], = X,x U}

RX ={x|[x]s " X #J,xeU}
The operation* S contained in fuzzy set theory 1s first propos ofessor

Zadeh,called as Zadeh contain. However, this defl |s over, practlcal
application. Here, it adopts a week contain opera ceU,Ac, Bif
and only if max(l— u,(X), (X)) =2 . &)

Definition 7 Assumed X is a clear set,T is of anxe alue pair, set X « -
approximately depend on set T if and onIy i

D£[T]=nltlc, X, %

Where, ANB = I min(ze, (X), g @

Assumed B is a classified o pty Io per approximation clear concept
set, Tis a attribute value pa‘% etT |s on prOX|mate minimum coverage of B,
if and only if B @ - apprOX| ately dep’e set Tand no subsetT’ of T can make B
satisfies a - apprOX|mateI pend

Definition 8 Assu is a no ty approximate minimum coverage set, that
is the set of attrl alue pai is a classified clear object set on theory of
domain. C is,a of B, Xl ately local coverage, if and only if the following
conditions age satisfied:

Definition 87Assum @Js a non-empty approximate minimum coverage set, that

is the set of attrib
domain. Cis a (

conditions are

1) For aﬂ%lrement T of C,Tisa «- approximate minimum coverage of B,

2) H( 1.B) <k,

(@ e minimum, that is C has the least element,
%re, the dissimilarity degree of two fuzzy sets are defined as
|ANB|+|ANB| —

HAB) === o g e Xm0, A= [ - (0) X, H(AB) €[04

By definition, @ and k provides new stopping criteria for rule mining algorithm.
Whena =0, k=0, attribute is discrete variable, the stopping criteria is degraded
into the same stopping condition as the algorithm LEM2. Because the stopping
condition of algorithm LEM2 is too strict, it may extract too detailed classification
rules, and make the obtained knowledge overfitting the training data, and running
time of the algorithm is therefore increased dramatically. To solve this problem, «
and k are introduced into rule mining algorithm, and allowed the input set partially
depend on concept set, which makes local coverage can not contain a small part of
the training data. Parameter @ and k play the role of relaxation rule mining

ue pair, B is a classified clear object set on theory of
B, approximately local coverage, if and only if the following
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algorithm, when the data set contains distribution overlapping class or inconsistent
objects, this mechanism is very effective.

3.2. Rule Mining Algorithm of Fuzzy Rough Set on Blended Data

Algorithm LEM?2 uses the heuristic information to extract frequent attribute value
to compose the minimum coverage, the same as LEMZ2, algorithm FRLEM?2
according to the definition of score function to select attribute value with the highest
score each time to form the approximated minimum coverage, through the parameter
@ and k to control the complexity of the generated rule set effectively, and improve
the generalization ability to acquire knowledge. Due to the definition of fuzzy block
is different from classical block, it needs to redefine the score function of attribute
value. \)

Definition 9 For the given attribute value pair t and fuzzy set G, t re?&;

score function is defined as: 6
Score(t,G) 4[t] NG| N
Assumed HDIS={U,C*uC"uC" u{d}V, f} A%the &)ed decision
table,where C* represents symbolic attribute se@rese ts ric type attribute
set, C" represents fuzzy type attribute set, epre &d@cmon attribute. B
represents the lower, upper approximation fsom@ training data. « and k

are two arithmetic parameters usually s r zerd ollowing provide the code
of classification rule mining algorlth

Algorithm: FRLEM2 rule m gori @ed on fuzzy rough set model
Input: blended decision t @ISa ty concept set B, parameter «
andk .

Output: a (a,k)- apprOX| mation IOCA@erage C;
1. G<B;

2: C<=U;
3: while H(@

4

5: h|Ie %) or (not([T]<, B)) do

6: arg max, Score(t,G);

7: =T udt};

8: & G <[t]uG:;

9: \ nd while

10: for VteT do

; if T\{t}<, B and T \{t}#D then

% T <T\{t}:

13: end if

14. end for

15: C<=CuU{T};

16: G<B\u,_[T];

17: end while

18: for VT €C do

19: if H(Us.[S].B)<k then

20: C<=C\{T};

21: end if

22: end for

23: return C;
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Theorem 1. When k=«a=0, and attribute are all continuous attribute,
classification rule mining algorithm FRLEMZ2 is degraded into algorithm LEM2.

Testify: if k=a=0, and attribute are all continuous type, the following
properties of algorithm FRLEM?2 are come into existence:

1) The fuzzy equivalence relation is degraded into clear equivalence relation;

2) The definition of « is equivalent to classical dependency;

3) (a,k)- local coverage is equivalent to classical local coverage;

4) Fuzzy set operation is degraded into classic set operation.

It can be known from 1), 2), 3) and 4), the stopping criterion of rule mining
process of algorithm FRLEM2 and LEM?2 is equivalent, so the theorem comes into
existence.

Theorem 1 shows the algorithm LEM2 is the particular case of alQqrithfn
FRLEM2 at k=0, a=0, and attribute are all discrete types. In fact, thetalgopithm
FRLEM2 avoids the too strict stopping criterion and the limits of aI ithm LEM2

to attribute type. The performance of the algorlthm FRELEM?2 ca adjusted
by the parameter « and k. %

4. Simulation Experiment QQ V
4.1. Simulation Environment Q X

In order to test the rationality and" M of the rithm in this paper, on the
in

Pentium (R) 4 core 2.8 GHz, 8G operating system, to carry out
simulation experiment with Nolmulation model is the neutral
point un-grounded distributio em, bu voltage is 10 KV, two distributed

powers DG1 and DG2 are and 1.5 respectively.

4.2. Result Analysis,

When the star Q)f fault\ is 0 005s, the fault range positioning results of
distributed p ributi twork by using the EMD algorithm are as shown in
Table 1. Frc@ nalysi ble 1, you can get the following conclusions:

When the le-p QJ ounding fault occurs, compared the maximum value of
diff (IMF3) modul individual monitoring-station fault on zero sequence
current, the fault h of diff (IMF3) modulus maximum is larger than that of
non-fault branc&’ largest section of modulus maximum value is the fault power
section.

Wit rease of transition resistance, the diff (IMF3) modulus maximum
value &ﬁa trend of decrease, this is because the increase of transition resistance
w ult in a transient signal weakened. But as long as zero sequence current
e%it must contain the transient information, the overall trend of the signal has
not ‘changed, by using EMD decomposition method can extract the transient
information, so the size of the transition resistance does not affect the positioning
result.
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Table 1. Fault Positioning Result of Containing Distributed Power
Distribution Network (0.05s)

monitoring point No
fault point positioning result
1 2 3 4 5
1.991 7.484 0.959 2.009 2.045
F1 1.192 4574 0.447 1.317 1.064 fault power section2
0.828 3.742 0.376 0.571 0.888
0.311 0.283 0.280 1.325 0.429 x)

F2 0.204 0.143 0.107 1.091 0.256 faultpowersec(?s

0.273 0.161 0.092 1.032 0.17;% 6

0.628 0.564 0.326 0.770 2.

F3 0.443 0.625 0.291 0.94@ f@gﬁe&ectio%
0.380 0.383 0.218 0.’5\5 .230\

" )4
When the start point of fault is 0 the fa %nge positioning results of
distributed power distribution netw usm t MD algorithm are as shown in
Table 2. From the analysis of Ta e foIIowmg conclusions:
(1)After the decomposmo ault zer uence current at each monitoring

Table 1, mainly becau he fre and amplitude of fault zero-sequence
transient current are@ ined %ue transient capacitance current, and the

amplitude and ini IA% eAngI areselated.
(2)When the of m um voltage phase Angle (0.005 s) occurs, the

point, the maximum values iff (|MF$O ulus are much smaller than that of the

capacitive cy |II reac aximum; when a failure occurs near the voltage
phase Anglg, of 0, tra t component of capacitive current will be smaller.
Although the differen@re time will affect the size of the amplitude, but the
overall trend of sig uld not be changed.

(3)The maxi diff(IMF3) modulus of single-phase grounding fault branch
is obviously | than that of non-fault branch, and positioning results are

accurate, B%gsults showed that in different time of single-phase grounding fault
occurs, t ults of section position of distributed power distribution network with
algorit@ D are not affected by fault point.
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Table 2. Fault Positioning Result of Containing Distributed Power
Distribution Network (0.01s)

. monitoring point No L
fault point positioning result
1 2 3 4 5
0.287 1.124 0.104 0.298 0.341
F1 0.229 1.247 0.111 0.260 0.266 fault power section2
0.190 0.942 0.107 0.294 0.172
0.098 0.080 0.041 0.348 0.137
F2 0.115 0.110 0.047 0.453 0.097 faultpowersectio&).

0.070 0.084 0.039 0.361 0.077

0.162 0.122 0.042 0.133 0.377 C}
F3 0.128 0.141 0.049 0.099 ﬁ‘a‘ultp ion5
0.109 0.150 0.050 0.132

4.3. Performance Comparison with Other Faul |t|onWod of Power
Distribution Network

In order to test the performance of‘t thod in t %aper, it selects distribution
network fault positioning methods f terat re ] and [13] for comparison, and
the single fault and double fault& for simulation experiment. The

fault positioning accuracy ioning t re shown in Figure 1 and 2. From
Figure 1 and 2, it is known comp.ar the contrast method, the ingle fault
and double faults positiopjng accur, gorlthm for DG distribution network is
above 96%, and almo m|SJu and fault positioning speed is faster, the

simulation result x t e hod can accurately and efficiently solve the
fault positioning S%gl mo distribution network.

8 single fault

(é 9 m double faults
'&“’
t 93 Proposed

method
Fault positioning algorithm

positioning accur

Literature[12] Literature[13]

Figure 1. Comparison of Fault Positioning Accuracy of Power Distribution
Network with Different Methods
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B single fault
1.8 |+ |mdouble faults

Positioning time/ms

Proposed
method
Fault positioning algorithm

Figure 2. Comparison of Fault Positioning Speed of Power Distrﬁ' N

Literature[12] Literature[13]

Network with Different Methods

5. Conclusion @
ble ON

In view of the existing fault positioning has' accuracy, serious

misjudgment, this paper puts forward a kind ault |ng method of grid
equipment based on association rule data g. Th atlon results show that
the method can make accurate posmo on the % of containing distributed

power distribution network, and ca% et the kequifements of fault positioning
speed of distribution network, has %pllcation value.
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