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Abstract 

Prostate segmentation from MRI is a necessary first step and plays an important role 

in clinical decision making process. A MR T1 Image segmentation method of the prostate 

based on distance regularized level set evolution (DRLSE) is proposed. To smooth the 

prostate image to reduce the noise, a preprocessed prostate image with Gaussian kernel 

and get an edge indicator is convolved. We construct an energy function with a distance 

regularization term and an external energy term containing the edge indicator and 

minimize it by solving the gradient flow which can be implemented with a finite difference 

scheme. In segmentation experiments, the impact of parameters ,  , and   in DRLSE 

model on the image segmentation is analyzed, and an optimal value of these parameters is 

given. The experiment results confirm the effectiveness of the MRI segmentation method 

of prostate for different situation of different patients. 
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1. Introduction 

Prostate cancer is the most common malignant tumor in male. The clinic treatment 

shows that if prostate cancer is detected early, men have a higher survival rate. Therefore, 

there is a high value on prostate cancer diagnosis and treatment. Magnetic resonance 

imaging (MRI) has higher accuracy in the detection of prostate cancer and is considered 

to be the most effective imaging techniques at present[1]. Prostate segmentation from 

MRI is a necessary first step and plays a key role in different stages of clinical decision 

making process [2-7]. However, manual segmentation of a prostate is a laborious and time 

consuming work and different physician is easy to make the different segmentation results. 

So, accurate computerized prostate segmentation based on MRI is extremely useful. But, 

this task is very challenging because of the noise and inhomogeneity of MRI and the 

complex anatomical structures of prostate and surrounding organs. 

In literatures, a variety of methods have been presented for prostate segmentation based 

on MRI. Shekhar Chandra [8] utilized a deformable model by initialization and training to 

accurately segment the prostate. S. Ghose[9] used graph cut by energy minimization in a 

stochastic domain obtained with atlas to realize the segmentation of prostate in MRI. 

Shekhar Chandra [10] built case specific atlases from training images and used a multi-

atlas non-rigid registration method to realize more accurate location of the prostate. Yusuf 

Artan[11] developed a Multispectral Random Walks method using gradient based 

optimization algorithm to yield improved segmentation performance of the prostate. The 

Active Shape Model is a popular segmentation method. M. Yang and X. Li[12] proposed 

a distinctive image appearance descriptor that was incorporated in the active shape model 
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to segment the prostate from T2W MRI. Xin Liu[13] utilized region-based active contour 

model and shape information to segment prostate without training dataset. Wei Xiong[14] 

realized the accurate prostate segmentation by combining 3D graph cuts and 3D geodesic 

active contour shape prior level set. R. Toth and A. Madabhushi[15] presented a novel 

active appearance models methodology that utilized the level set to realize the most 

accurate segmentation. Level set as a more effective method of the prostate segmentation 

based on MRI has a certain advantage. However, the level set function (LSF) typically 

develops irregularities during its evolution, which cause numerical errors and eventually 

destroy the stability of the level set evolution. To overcome these problems, the 

reinitialization is performed by periodically stopping the evolution and reshaping the 

degraded LSF as a signed distance function. However, when and how the reinitialization 

should be performed introduces more serious problems and affects the accuracy in an 

undesirable way. Chunming Li[16]proposed an idea of distance regularized level set 

evolution that needn’t reinitialization and avoided the numerical errors.  

The paper is organized as follows. After introduction, the DRLSE method presented in 

[16] is described in section 2. Then, a MR T1 image segmentation method of a prostate 

based on DRLSE method is presented in section 3. Next, in section 4, the experimental 

results are discussed. The paper ends typically with conclusions and references. 

 

2. DRLSE 

LSF proposed by Chunming Li[16] could maintain the regularity during evolution. The 

level set evolution was implemented by minimizing an energy function with a distance 

regularization term and an external energy term. The energy function minimized would 

drive the motion of the contour toward desired locations .The level set evolution induced 

a surrounding diffusion effect that could maintain the desired shape and the distance near 

the desired contour. This level set evolution proposed is called distance regularized level 

set evolution (DRLSE). 

An interested contour is embedded as the zero level set of an LSF. The LSF should be 

smooth and not too steep or too flat during the evolution. This condition is well satisfied 

by signed distance function, 1=  which is referred to as the signed distance property. In 

this section, LSF that has an intrinsic mechanism of maintaining this desirable property is 

described. 

Firstly, Let :  be a LSF defined on a domain , an energy function     is 

defined by  

            extp     ε R                                                           (1) 

Where  p R  is the level set regularization term defined in the following, 0  is a 

constant. The energy  ext   is the external energy that depends upon the data of an image 

to be segmented. The energy  ext   is designed such that it achieves a minimum when 

the zero level set of the LSF is located at desired position. The level set regularization 

term  p R  is defined by  

    R xp p d 


                                                              (2) 

Where p is an energy density function,  : 0,p   .  

To avoid the side effect, the energy density function p in the distance regularization 

term is constructed as follow 
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This potential  p s  has two minimum points at 0s  and 1s  . Its first and second 
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Then, to minimize the energy function    , a standard method is used to find the 

steady state solution of the gradient flow equation 

t

 



 
 

 
                                                             (6) 

Where /    is the Gâteaux derivative of the function    . This is an evolution 

equation of a time-dependent function  ,x t  with a spatial variable x in the domain   

and a temporal variable 0t  , and the evolution starts with a given initial function 

   0,0x x  . 

The Gâteaux derivative of the function  p R in (2) is  

  div
R p

pd  



   


                                 (7) 

Where pd is a function defined by 

 '

p

p s
d

s
                                                                     (8) 

It is easy to verify that the function pd  satisfies 

  1pd s  , for all  0,s                                                            (9) 

   
0
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s s

d s d s
 

                                                               (10) 

Therefore,  

 pd    . 

The gradient flow of the energy     can be expressed as 

  div ext

pd
t


  




   

 
                                                   (11) 

This partial differential equation is the level set evolution equation derived from the 

proposed variation formulation (1) and is called as a DRLSE for its intrinsic capability of 

preserving the signed distance property of the LSF, which is associated with the distance 

regularization term  p R  in (1). This partial differential equation can be solved with the 

Neumann boundary condition and a given initial function
0 .  

 

3. Segmentation of the Prostate Based on DRLSE  

Because of the special location and complex anatomical structures of the prostate, the 

segmenting of prostate will be divided into two steps. The first step is to segment prostate 
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from the complex environment adjacent to surrounding tissue, realize the prostate external 

segmentation. Then, according to the internal anatomy district division of prostate, the 

prostate internal segmentation is realized. Magnetic resonance imaging of prostate 

includes T1 and T2 images. Because normal prostate show the similar muscle 

homogeneous medium signal on the T1WI, it is difficult to distinguish the anatomical 

relationship of internal district, and the outside around prostate capsule is venous plexus 

and shows high signal. So T1 image can clearly display the prostate from surrounding 

environment, and T2 magnetic resonance signal shows a clear internal structure of 

prostate. When the outer contour of prostate has not yet been separated from surrounding 

environment, the grey value of internal areas of prostate will interfere in the outside 

contour segmentation and extraction of prostate. Therefore, this paper will realize the 

segmentation of outer contour of prostate based on T1 cross sectional shaft images of 

magnetic resonance. 

 

3.1. Preprocessing 

In clinical application, a MR image of a prostate generally contains a complete human 

body section. The most area in the image are air and the human body structures, such as 

skin, muscles and bones and the prostate only accounts for a small fraction of the image. 

If we directly segment the image, there is more redundant information which may bring 

interference to the segmentation algorithm. So, this paper firstly preprocesses the MR 

image of the prostate to get a smaller area including the prostate and extract relevant 

parameters at the same time. 

We use prior knowledge to estimate roughly of the prostate’s true position, orientation 

and size obtained based on the profile (the intensity values) along vertical and horizontal 

direction of the MR image of prostate. We can see the profile image corresponding to the 

prostate boundary as a roughly rectangular shape. By detecting the left, right, top, and 

bottom boundary of the prostate in the every slice, we can calculate the center of the 

prostate as initial estimates of the prostate location. 

(x0,y0)

w

h

 

Figure 1. A Prostate MR Image to be Preprocessed 

The parameters of MR image include the width, height and center point of the prostate. 

Let w be the width, h be the height and (x0, y0) be the center point. So, the prostate area 

satisfies 

0 0

0 0

x c h x x c h

y c w y y c w

     


     
                                                            (12) 

Where c is a constant, 0.5 1c  , to control the size of the prostate. As a result of the 

prostate size is estimated more roughly, we can increase the value of c appropriately to 

ensure that the area contains the complete prostate. The extracted image including a 

complete prostate is shown in Figure 1. 

 

3.2. Segmentation of the Prostate 

Let I  be the prostate image achieved by preprocessing, an edge indicator function g is 

defined by 
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Where G  is a Gaussian kernel with a standard deviation . The convolution in (13) is 

used to smooth the prostate image to reduce the noise. This function g usually takes 

smaller values at prostate boundaries than at other locations. 

For a LSF :  , we define an energy function    by 

       1 2p g g        ε R E E                                                 (14) 

Where  p R  is the level set regularization term defined in (2),   is a constant, 0   

and    are the coefficients of the energy functions  1g E  and  2g E , which are 

defined by 

   1 xg g d   


E                                                          (15) 

   2 xg gH d 


E                                                             (16) 

Where   and H  are the Dirac delta function and the Heaviside function, respectively. 

With the Dirac delta function , the energy  1g E computes the line integral of the 

function along the zero level contour of . The energy functional  2g E  computes a 

weighted area of the region   : 0x x   .  

In practice, the Dirac delta function  and Heaviside function H  in the functions 

 1g E  and  2g E are approximated by the following smooth functions   and H as in 

many level set methods defined by 
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Note that  is the derivative of H , i.e., 'H  .  

With the Dirac delta function  and Heaviside function H  in (15) and (16) being 

replaced by   and H , the energy function     is then approximated by 

       x x xp d g d gH d          
  

       ε                    (19) 

This energy function (19) can be minimized by solving the following gradient flow: 

      div div gpd g
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Given an initial LSF    0x,0 x  . The first term on the right hand side in (20) is 

associated with the distance regularization energy  p R  , while the second and third 

terms are associated with the energy terms  1g E  and  2g E , respectively.  

The DRLSE in (20) can be implemented with a simple finite difference scheme as 

follows. The temporal partial derivative / t   is approximated by the forward difference. 

The time dependent LSF  , ,x y t  is given in discretized form ,

k

i j with spatial index  ,i j  
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and temporal index k. Then, the level set evolution equation is discretized as the 

following finite difference equation 

 1

, , , , 0,1,2...k k k

i j i j i jtL k                                            (21) 

Where  ,

k

i jL   is the approximation of the right hand side in the evolution equation. The 

equation (21) is an iteration process used in the numerical implementation of DRLSE so 

as to realize the segmentation of prostate. 

 

4. Experiment Results 

In DRLSE model (20), there are parameters  ,  ,   and  , which can be generally 

fixed for most of applications. But the impact of these parameters on the image 

segmentation is not analyzed in [16]. So, this section firstly discusses the effects of these 

parameters on the segmentation of prostate by respectively changing parameter value for 

one image. Then, we sum up the best range of each parameter and use these results to 

segment other sample images. The magnetic resonance images of prostate used in this 

section is offered by Harbin Humor Hospital and come to 30 images from 10 cases 

including normal cases, benign hyperplasia cases and cancer cases. 

The effect on segmentation of parameter   is shown in Table 1. The best value range 

of parameter   is between 1 and 3. When parameter   is less than 1, the iteration times 

increase obviously. However, when parameter   is greater than 3, it is difficult to get an 

optimal result by increasing the iteration times. 

Table 1. Effect on Segmentation of the Parameter   

  1<  1 3   3>  

Result 
The iteration times 

increase obviously. 

After 360 iterations, the 

result is close to an 

optimal result. 

Although we increase the 

iteration times, it is 

difficult to get an optimal 

result. 

The effect on segmentation of parameter   is shown in Table 2. It can be easily seen 

from Table 2 that when the absolute value of   becomes greater, the iterations decrease. 

But when the absolute value of   is greater than 5, the iterations basically remain 

unchanged. It is not difficult conclude that the parameter   has not obvious impact on the 

segmentation of the prostate. Generally, we can select a value between -2 and -8 for MRI 

segmentation of the prostate. 

Table 2. Effect on Segmentation of the Parameter  

  2    3    4    5    6    8    
Iterations 510 360 260 210 210 210 

The effect on segmentation of parameter   is shown in Table 3.The best value range of 

parameter  is between 1 and 2. When parameter   is less than 1, the iteration times 

increase obviously, but it is difficult to get an optimal result. When parameter  is greater 

than 2, the iterations are decreased, but the image leaks. 

Table 3. Effect on Segmentation of the Parameter   

  1<  1 2   2>  

Result 

Although we increase 

the iteration times, it is 

difficult to get an optimal 

After 310 

iterations, the 

result is close to an 

Although the iteration 

times are decreased, the 

image leaks, as shown in 
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result, as shown in Figure 

4(a). 

optimal result. Figure4 (c). 

The effect on segmentation of parameter  is shown in Table 4. It can be easily seen 

from Table 4 that when the value of  becomes greater, the iterations increase. The 

parameter  has not important impact on the segmentation of the prostate. Generally, we 

can select 0.2 as the value of  for MRI segmentation of the prostate. 

Table 4 Effect on Segmentation of the Parameter   

  0.04   0.1   0.2   0.4   
Iterations 110 160 260 360 

As discussed above, different parameter has different impact on MRI segmentation of 

the prostate. To verify the MRI segmentation method of a prostate present in this paper, 

we select 2= , 6=  , 1.5=  and 0.2=  to segment a part of images from normal 

prostate, benign hyperplasia prostate and cancer prostate. Figure 2 shows the MRI 

segmentation results of three continuous slices of one normal prostate. The MRI 

segmentation results of three continuous slices of one benign hyperplasia prostate are 

shown in Figure 3 Figure 4 shows the MRI segmentation results of three continuous slices 

of one cancer prostate. From these figures, it can be seen easily that the segmentation 

results (white lines) using the algorithm present in this paper are similar to the 

segmentation results (black lines) using hands. So we can conclude that the MRI 

segmentation method of prostate presented is effective for different situation of different 

patients.  

 
Final zero level contour, 310 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 310 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 360 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 
(a) the 8th slice (b) the 9th slice (c) the 10th slice 

Figure 2. MRI Segmentation Results of a Normal Prostate Final zero level contour, 260 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 260 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 260 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 
(a) the 6th slice (b) the 7th slice (c) the 8th slice 

Figure 3. MRI Segmentation Results of a Benign Hyperplasia Prostate 
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Final zero level contour, 410 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 510 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

Final zero level contour, 610 iterations

mu=0.2,lambda=2,alfa=-6,epsilon=1.5

 

(a) the 8th slice (b) the 9th slice (c) the 10th slice 

Figure 4. MRI Segmentation Results of a Cancer Prostate 

 

5. Conclusion  

A MR T1 image segmentation method of a prostate based on DRLSE is presented in 

this paper. There are parameters  ,  ,   and   in DRLSE model and the effects of 

these parameters on the segmentation of a prostate are discussed. As the results of 

experiments, the best value range of parameter   is 1 to 3; meanwhile the best value 

range of parameter   is 1 to 2. To shorten the segmentation time, we may select a 

relatively smaller value of parameter   and   for most applications, generally 0.2=  

and 6=  . To verify the effectiveness of the MR T1 image segmentation method of a 

prostate, we segment a part of images from normal prostate, benign hyperplasia prostate 

and cancer prostate. The results show that the method is effective for different situation of 

different patients. 
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