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Abstract 

It has been deemed as an effective tool of forecasting performance improvement to 

combine different component forecasting models. However, current nonlinear combining 

models are not able to meet the requirement of high forecasting accuracy in practice. To 

tackle this challenge, this paper constructs a hybrid, named genetic programming and 

least squared estimation based nonlinear combining method (GPLSE-NC), of a standard 

genetic programming (GP) algorithm and the least square estimation (LSE) method, 

based on which a new nonlinear combined forecasting model is proposed. To verify the 

feasibility of the proposed model, based on the container throughput data of Shanghai 

Port from January 2004 to November 2015, 4 different forecasting models are 

constructed and compared with the proposed GPLSE-NC combining model in terms of 

three forecasting performance evaluation criteria. The empirical results show significant 

superiority of the GPLSE-NC model over its rivals, which reveals that the proposed 

model has a great potential to be a powerful nonlinearly combine forecasting approach.   

 
Keywords: Container throughput forecasting, nonlinear combining forecasting, genetic 

programming, least square estimation 

 

1. Introduction 

The real economy system is characteristic of high complexity, volatility and 

uncertainty, moreover, every forecasting model has its unique precondition and scope of 

application, therefore it is impossible to find a universal model that can generate perfect 

forecasts in all kinds of backgrounds. Given this fact, it is one of the hottest and most 

important issues for academia and industry in terms of how to appropriately combine 

different component forecasting models. 

In essence, all kinds of forecasting models are based on two assumptions: first, the 

model is able to concisely reflect the reality with an acceptable deviation; secondly, the 

development trend of economy is stable to some degree in the forecasting horizon. 

However, there exists no such a model that is able to cover all aspects of the real 

economy. Besides, the economy itself always keep changing. Therefore, every forecasting 

model suffers from uncertainty to some extent, which leads to that a model probably 

performs better than others in a period under some circumstance, but worse if the 

forecasting horizon or circumstance is changed. The critical challenge is that people 

cannot distinguish which is the best model in the forecasting. Consequently, it is 

reasonable and necessary to scientifically combine different models to obtain higher 

forecasting performance. 
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The remainder of this paper is organized as follows. Section 2 reviews the current 

studies of combining forecasting models. Section 3 elaborates the GP-LSE combining 

model. Section 4 simply describes 4 benchmark models. It is followed by an empirical 

study to demonstrate the feasibility of the proposed model in Section 5. Section 6 

concludes this paper. 

 

2. Literature Review 

In order to obtain higher forecasting performance, Bates and Granger 1 first proposed 

that idea that combing two different forecasting models should generate more satisfactory 

forecasts, and they further provided the principles and formula of configuring the weights 

between different models by minimizing the variance of forecasting errors. 

Ref. 2 extended the approach proposed in Ref. 1 to include more component models. 

Ref. 3 regarded the essence of the method in Refs.1~2 as the Least Squares Estimation 

subject to some special constraints, and argued that the sum of the weights between 

different component models was not necessarily equal to 1. Ref. 4 applied 4 models 

respectively developed by Wharton Econometrics, Chase Econometrics, Bureau of 

Economic Analysis and Data Resources, Inc. to GNP (Gross National Product) forecast, 

and the results showed the superiority of equal weighting over other more complex weight 

distribution approaches. Ref. 5 proposed a regression based combining method, where real 

observations are regarded as the response variable, outputs of the different component 

models are deemed as explanatory variables, and the weights of component models are 

determined by the regression coefficients. Ref. 6 proposed a superior matrix combining 

method with more robustness and demonstrated its advantage over the equal weighting, 

maximizing forecasting variance and regression based weighting in terms of the 

forecasting performance. Ref. 7 developed a combining method called AFTER that 

automatically calibrated the weights of component models in the light of new observed 

information. Refs. 8-9 addressed nonlinear combining methods from the perspective of 

artificial neural network (ANN). 

To best of our knowledge, although the combined model generally performs better than 

its component models, [10-12] current combining methods are confronted with two main 

challenges, including (a) majority of current combining methods are linear, but 

relationships among variables in reality are frequently nonlinear; (b) some nonlinear 

combining approaches like the ANN-based are able to simulate the nonlinearity, they 

cannot generate the analytic expression of the combined model, though. To tackle these 

challenges and following Ref. 13, this paper proposes a nonlinear combining method called 

GP-LSE that has the powerful nonlinear fitting capacity and is able to provide the analytic 

expression of the combined model. 

 

3. GPLSE-NC 
 

3.1. Genetic Programming Based On Least Square Estimation (GPLSE) 

GP, first proposed in Ref. 14, has the powerful ability of fitting nonlinearity and is able 

to generate the analytic expression, therefore has been widely applied to a wide range of 

areas including optimum control, symbol regression, solving partial differential equations, 

solving the equilibriums of a game, evolution of spontaneous behaviors and so on. [15-21] 

Considering the advantage of genetic programming, this paper takes the lead to apply it to 

the combined forecasting.  

One of the key problems of the standard genetic programming algorithm is that it 

converges at a very slow speed. Although value mutation [22] and Gaussian mutation 
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[23-26] can speed up the convergence of GP, these two algorithms are inclined to get 

trapped in local optimums. To overcome this problem, this section proposes a LSE based 

GP algorithm named GPLSE, which replaces with LSE the standard manner of searching 

the optimum in the parameter space by using crossover and mutation operators. GPLSE 

enjoys a relatively higher convergence speed and avoid getting to the local optimum. 

Besides, GPLSE applies a new fitness function to control the complexity of the forecasting 

formular, adopts a self-adaptive selection approach to enhance the evolution efficiency of 

the population, employs a dynamic crossover and mutation strategy to balance the 

convergence speed and the occurrence probability of morbid convergence. Main steps of 

GPLSE is presented in Figure 1. 

 

Initialize a populationInitialize a population

Estimate parameters by LSEEstimate parameters by LSE

Compute the fitnessCompute the fitness

Meet the threshold?Meet the threshold?

SelectionSelection

CrossoverCrossover

MutationMutation

New populationNew population

Yes

No

EndEnd

Optimal analytic expressionOptimal analytic expression

 

Figure 1. Steps of GPLSE 

3.1.1. Population Initialization: 

Denote a function set  , , ,F       and a variable set  1 2, , , mV x x x  , where ix  is 

a variable of the target function to be generated. The population initialization algorithm 

constructs n  mathematical expressions by randomly selecting elements from the function 

set F  and variable set V , where n  stands for the population size. Every mathematic 

expression in the population is represented by a binary tree.  

The detailed procedure of population initialization proceeds as follows. Firstly, 

randomly select n  operators from F  as the roots of n  binary trees. Secondly, keep 

selecting elements from the function set F  and variable set V  as leaf nodes for every 

root until all the leaves are from V . Figure 2 presents an example of the procedure of 

constructing a binary tree. 

http://dict.youdao.com/w/eng/chemical_formular/#keyfrom=dict.phrase.wordgroup


International Journal of Hybrid Information Technology 

Vol. 9, No.6 (2016) 

 

 

446  Copyright © 2016 SERSC 

++ ++

++ ÷ ÷ 

++

++ ÷ ÷ 

y1ty1t × × y2ty2ty3ty3t

++

++ ÷ ÷ 

y1ty1t × × y2ty2ty3ty3t

y3ty3t y4ty4t

 

Figure 2. The Procedure of Constructing a Binary Tree  

3.1.2. Using LSE to Estimate Parameters: 

The corresponding mathematic expression of Figure 2 can be written as  

 0 1 1 2 3 4 3 3 2t t t t t tw y y y y y         .         (1) 

Parameter estimation for Equation (1) using LSE proceeds as follows. (a) Rewrite 

Equation (1) as  

W Yβ ,                                      (2) 

where  

 1 2,, ,T mw w w W ,                                      (3) 
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In the light of the econometrics theory of LSE, the parameter vector β  can be 

estimated by the formula  

   
1

T T


β Y Y Y W .                                (6) 

 

3.1.3 Computing the Fitness:  

The fitness is a criterion used to compare forecasting performances of different models. 

In GP algorithm, the model with the highest fitness will be regarded as the best one. The 

mean square error (MSE) is one of the most frequently employed in the current literature, 

but it tends to complicate the procedure of determining the selection probability. Therefore, 

this section introduces the goodness-of-fit as the fitness criterion, which is written as  
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where iw  is the i -th observation, 'iw  is the forecasted value corresponding to iw  

and w  is the mean of observations. 

In order to decrease the computational complexity and avoid overgrowth of 

mathematical expressions, the length of expressions denoted by l  has to be controlled. 

Correspondingly, the new fitness function is proposed hereby and can be written as  
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where   is a nonnegative scalar representing the weight of the formula‟s length. The 

bigger the value of  , the heavier punishment will be imposed on a long mathematic 

expression. 

Check the fitness of every expression in the population. If the fitness of an expression 

reaches the predefined threshold, this expression is considered the target expression. 

Otherwise, according to some rules, some expressions with higher fitness will be selected 

to go through the crossover and mutation procedures and consequently transformed to a 

new generation of expressions. iteratively, until there emerges an expression whose fitness 

meets the threshold. 

 

3.1.4. Selection:  

If there is no expression meeting the fitness threshold in the present generation of the 

population, the selection operator has to be implemented. The contribution of selection lies 

in that it can increase the occurrence probability of high-fitness expressions and decrease 

that of low-fitness expressions, by which the structure of the population is optimized. 

The selection algorithm proposed in this section first selects expressions with the 

highest fitness to directly enter the next generation, and then select other candidates from 

the remainder by using the roulette wheel selection method. This strategy can insure that 

the fitness of next generation is no less, if not larger, than that of the present. It should be 

noted that standard GP algorithms are inclined to apply a fixed selection probability, 

however, for higher evolution efficiency, this paper refers to a new self-adaptive selection 

probability control strategy, which proceeds as follows. 

Step 1. Compute the fitness of the i -th expression denoted by L
iR  using Equation (8) 

and the selection probability ip  using Equation (9)  
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,                                    (9) 

where n  is the size of the present generation of population, i.e., the total number of 

expressions in the population. 

Step 2. Select an expressions with the fitness value equal to  max max i
i

p p , put it into 

the next generation and keep it off the crossover and mutation operator. 

Step 3. Use the roulette wheel selection method to choose 1n  expressions through 
1n rounds from the remainder of the present generation with a dynamically-adjusted 

probability. Denote r
ks   1, 2, ,1r n n     the times of the k -th expression having been 

selected in the past r  rounds, then the selection probability of the k -th expression in the 

 n r -th round can be computed by Equation (10)  
r

k kk
n r

n p s
p

r


 
 .                                (10) 

 

3.1.5. Crossover:  

The crossover operator exchanges two parts of two different binary trees and is a key 

approach to the evolution of the present generation. Generally speaking, a crossover 

operator first selects two expressions from the present generation with a crossover 

probability crossp , respectively. Then, randomly select a node in each of the trees. Finally, 
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exchange two sub-trees with the roots of the above randomly selected nodes, in this way 

two new trees are generated. 

Figure 3 vividly describes an example of the crossover operator, where Tree1 and Tree2 

are selected with the selection probability, Node1 and Node2 are randomly selected, and 

two sub-trees with the roots of Node1 and Node2 are exchanged with each other to 

generate the two new trees, i.e., New Tree1 and New Tree2. 
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Figure 3. An Example of Crossover 

3.1.6. Mutation:  

Mutation is an indispensable tool to help with avoiding getting trapped into the local 

optimum, keeping the diversity of individual expressions, and decreasing the occurrence 

probability of morbid convergence. Except the individual with the highest fitness in the 

present generation, all of the remainder will go through the mutation procedure.  

The mutation procedure proceeds as follows. (a) Select individuals for mutation from 

the present generation with the mutation probability. (b) Create a new binary tree. (c) 

Randomly select a non-leaf node, e.g., Node*, in the selected tree and replace the sub-tree 

with the root of Node* with the newly created tree. Figure 4 gives an example of mutation.  
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Figure 4. An Example of Mutation 

3.1.7. Dynamically Adjusting Crossover and Mutation:  

According to GP theory, individuals with higher fitness (good individuals) should be 

remained and those with low fitness (bad individuals) should be weeded out or changed 

into better ones so as to keep the population improving. Correspondingly, the bad 

individuals should mutate with higher probability, while the good ones with lower 

probability. This paper applies a dynamical adjustment policy, which automatically 

calibrates the crossover and mutation probability according to the individuals‟ fitness. 
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Simply speaking, the policy increases the crossover and mutation probability when an 

individual‟s fitness is low and decrease the probability when an individual‟s fitness is high. 

It is notable that a trade-off has to be taken into account between the diversity of 

population and the probability of morbid convergence, considering that lack of diversity 

frequently tends to result in higher risk of morbid convergence, but too high diversity will 

lead to the slow convergence. To tackle this problem, this paper dynamically adjusts the 

crossover and mutation probability in the light of a newly proposed criterion named 

„generation growth margin (GGM)‟, i.e., the growth of the highest individual fitness in 

terms of two consecutive generation. A value of GGM beyond the predefined reasonable 

range will trigger the adjustment of the crossover and mutation probability. 

 

3.2. The Framework of GPLSE-NC   

GPLSE-NC can be described as the following steps: (a) collect the data and split it into 

the training set and the testing set; (b) estimate the parameters of a variety of different 

component models using the training data set and validate these model using the testing 

data set; (c) following Ref. 27, the method proposed by select the component models to be 

combined. It should be noted that this step is crucial to the final forecasting performance, 

because if unsuitable component models are select, the combined results may even be 

worse; (d) apply GPLSE-NC to generate the combining model of the selected component 

models using the testing data set; (3) forecast the target using the selected component 

models and combine them into the final results by applying the combining model generated 

in step (d). 

Figure 5 vividly describes the framework of GPLSE-NC. 
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Figure 5. The Framework of GPLSE-NC 

4. Component Models and Benchmark Combined Models 
 

4.1. Component Models 

 

4.1.1. SARIMA:  

As is widely known, ARIMA is a frequently used econometric model for forecasting 

purposes. However, considering that real economic time series often comprise seasonality, 

SARIMA is developed based on ARIMA for solving this concern. Generally, SARIMA 

model is frequently specified as SARIMA (p, d, q)(P,D,Q), which is written as 

          1 1
d D

S S Sp P t q Q tB B B B x B B       ,                   (11) 

where 
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       1 21 ,p pB B B B        

       1 21q qB B B B       , 

       1 21S S S SP PB B B B       , 

       1 21S S S SQ QB B B B        

      2, 0 ,  ,t s tE t s D        

     0,  , 0 .t t sE E x t s      

In the above equations, B denotes the backshift operator subjected to   1t tB x x  , while 

tx  and t  respectively denote the observation and the random term, at time point t. 

Parameters including p, P, d, D, q, Q and S represent the auto regressive order, seasonal 

auto regressive order, difference order, seasonal difference order, moving average order 

and seasonal moving average order, cycle length of seasonality, respectively. 

 

4.1.2. LSSVM:  

Least square support vector machine (LSSVM), first proposed in Ref. 30, is an 

extension of SVM. LSSVM is still based on the VC dimension and structural risk theory, 

but its main difference from standard SVM is that LSSVM applies a least square linear 

system instead of a quadratic programming problem in SVM as the loss function. 

Therefore, LSSVM performs better than SVM in terms of the computation speed and 

meanwhile its forecasting accuracy is no worse than SVM. 

The mechanism of LSSVM can be simply described as: given m observations denoted 

by  1,m s mx y  , select a kernel function  k   to map the observations to the points in a 

high dimensional space, and then transform the nonlinear problem in the original space to a 

linear one in the new space by constructing a decision function of    y x k x b   , 

correspondingly the solutions can be estimated by solving the following optimization 

problem 

                  
2

2
1

1
min ,

2

m

i
c   


                             (12) 

s.t.  y x b    .  

Details of LSSVM can be found in Ref. 31. 

 

4.2. Benchmark Combined Models 

 

4.2.1. Minimizing Error (ME) Method:  

ME is essentially a weighted average approach summing up different forecasts from 

various component models with a weight configuration that minimizes errors between the 

combined forecasted values and the true observed values. 

Given forecasted values from n component models denoted by * ̂  +
 , the optimal 

weight configuration *  +
  can be obtained by solving the following programming 

problem 

                 min ∑ (𝜔  ̂  −   )
2

 ,                             (13) 

s.t  ∑ 𝜔 = 1  
where  ̂ ( ) stands for the forecasted value of the i-th component model,    denotes 

the observed value, at period t. It should be noted that although 𝜔  is the weight of the i-th 

component model, it could be negative or larger than 1 in some special conditions, 

according to Ref. 32. 
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4.2.2 BP-ANN based Method:  

Generally, a BP-ANN comprises 1 input layer, 1 or more hidden layers and 1 output 

layer. Neurons in adjacent layers are connected but those in the same layer are not. An 

example is graphically presented in Figure 6. 

Input layer Hidden layer Output layer

 

Figure 6. A Three Layer BP-ANN 

It is notable that quantities of neurons in input layer, hidden layer and output layer can 

be different, especially for forecasting, the number of out-layer neuron is set to be 1.  

BP-ANN has powerful ability of dealing with nonlinearity, considering that it is able to 

approach to any continuous integrable function with high enough accuracy on the 

condition that BP-ANN possesses enough neurons in the hidden layer. [32] Details about 

BP-ANN based integration can be found in Ref. 33. 

 

5. Empirical Study 

 
5.1. Data Description and Evaluation Criteria 

In this study, the monthly data of container throughput of Shanghai port, from January 

2004 to November 2015, are downloaded from the CEIC Macroeconomic Database. The 

data from January 2004 to November 2013 are used as training set, those belonging to 

2014 the validation set, and the remainder the testing set. Considering that time series data 

frequently comprises different components, including the long-term trend, seasonality, 

cyclicity and random term, X12 algorithm is used to process the original data, as described 

by Figure 7. After that, the processed data is used to construct models.  

 

 

Figure 7. Components of the Data of Shanghai Port 
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To evaluate the forecasting performance of models, three most-frequently-used criteria 

are employed, including root mean square error (RMSE), total percentage error (TPE) and 

direction index (DI), written as follows: 

                 𝑅𝑀𝑆𝐸 = √
1

 
∑ (�̂� − 𝑥 )2

 
 =1  ,                     (13) 

                  𝑇𝑃𝐸=|1 −
∑ �̂�𝑡
𝑛
𝑡=1

∑ 𝑥𝑡
𝑛
𝑡=1

| ,                            (14) 

                   𝐷𝐼 =
∑ 𝑑𝑟𝑡
𝑛
𝑡=1

 
                                 (15) 

where 𝑥  is the observed value, 𝑥  is the simulated value, at time t, and n is the length 

of forecasting horizon.     is defined as 

               = {
1, 𝑖𝑓 (  −   −1)( ̂ −  ̂ −1) > 0

0, 𝑖𝑓 (  −   −1)( ̂ −  ̂ −1) < 0
 .                (16) 

RMSE evaluates the monthly average error of a model‟s forecasted values, TPE stands 

for the total forecasting error in the whole year, and DI calculates the probability where the 

forecasted values vibrate in the same direction as the real observations.  

 

5.2. Empirical Results 

This section applies an SARIMA model and a LSSVM model to forecasting the 

container throughput volume of Shanghai Port lying in the Yangtz River Delta, one of the 

most economic dynamic regions of China. Next, three combining methods including ME, 

the ANN-based and the newly proposed GPLSE-NC are employed to integrate the above 

two single models, i.e. SARIMA and LSSVM. After that, the above 5 models are 

compared with regard to their forecasting performance on the validation set and the testing 

set. The detailed results are presented in Table 1. 

From Table 1, we can draw the following conclusions: (a) compared with the other 

models, GPLSE-NC performs best in terms of MSE, TPE, and DI on both the validation 

set and the testing set; (b) Although two combining models, i.e., ME and ANN-based, 

perform better than two single models, i.e., SARIMA and LSSVM, in terms of MSE on the 

validation set, both ME and ANN-based suffer from a lower DI, which implies that 

combining models will not necessarily perform better with reference to some evaluation 

criterion if the component models or the combining method is not suitably selected; (c) the 

values of MSE of the SARIMA and the LSSVM models go up significantly on the testing 

set, showing that the performance of single models tends to be subjected to high 

fluctuations. In contrast, the value of MSE of GPLSE-NC only increases a little bit, which 

indicates that GPLSE-NC has is able to consistently improve the forecasting performance.  

Table 1. Comparison of 5 Models’ Forecasting Performance 

Model 
 Validation set  Testing set 

 MSE TPE DI  MSE TPE DI 

SARIMA  8.76 4.18% 83%  13.07 5.44% 75% 

LSSVM  9.83 4.41% 92%  12.87 5.87% 83% 

ME  8.08 3.93% 83%  9.24 5.01% 83% 

ANN-based  8.42 4.78% 83%  9.51 4.85% 83% 

GPLSE-NC  7.47 1.12% 92%  8.33 2.34% 92% 
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