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Abstract

On the basis of analyzing the working principle of ECT data acquisition syst ands
wavelet Kalman algorithm, the realization method of a new ECT data acqmsﬂn%w
C

proposed about the acquisition accuracy and real-time requirement ical
capacitance tomography ECT (Electrical Capacitance Tomography) isition
system. The method uses the principle of multiplexing dmg struct make the
multi wavelet decomposition and reconstruction combig raIIeI|z -pass filter
and low-pass filter to meet the requirement of pealstime. The s lon experiment
results show that the processing speed of the i @-o EC ta cquisition filter is
improved, the acquisition speed and the accuraty”of the are better than the

traditional ECT data acquisition system, it p@ﬂes a rzev@er realization method for
ECT data acquisition system.

Keywords: Electrical capacﬂanc@ogra;t&& acquisition; Wavelet Kalman

algorithm; filter

1. Introduction A

Electrical capacit u@omograp’s\&chnology (ECT, Electrical Capacitance
Tomography) is e\/e% in the_mid eighties of the 20th century's application in multi
phase flow pa f a process tomography technique (PT, Process
Tomograph 6& princi I rely on a set of electrode plates around the measured
area to he nce change caused by regional material concentration
dlstrlbutlon dnges , to determine the concentration of the substance in internal
distribution, due to % intrusive, fast response, low cost and other advantages, it can
provide two-dim | or three-dimensional visualization of the internal flow of the
closed vessel @peline and has been rapid development in recent years ®. ECT
technology has béen applied in many fields, including the measurement of gas-liquid two-
phase f%d fraction measurement and flow pattern identification, visualization of
fluidi d gas-solid two-phase concentration distribution, pneumatic conveying, flame
i @tion, visualization of moisture migration process in frozen soil, etc [3]. ECT
%Iogy is mainly used in the parameter detection of multiphase flow, such as
itoring multiphase flow process, realization of the flow pattern identification and
calculation of the phase holdup and other “. In multiphase flow system, the flow
characteristics of the fluid in the pipeline are very fast, so the electrical capacitance
tomography system must collect the data and process the data quickly ™. Electrical
capacitance tomography system mainly consists of three parts, namely capacitance array
sensor, data acquisition system and image reconstruction system ©. The array type
capacitance sensor is composed of multi-pairs of capacitor plates which are evenly
distributed around the pipe and can detect the transformation of the dielectric constant of
the medium in the pipeline, data acquisition system is to collect and process the data,
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image reconstruction system is to solve the problem of image distortion caused by the
"soft field" characteristics of capacitance sensor and Micro capacitance measurement
noise and other factors. Data collection is the most important intermediate link, while
filter plays an important role in the ECT data acquisition system. Its quality directly
determines the accuracy and speed of collecting data of ECT data acquisition system .

Based on the wavelet Kalman algorithm, a new method for the realization of the filter
using multiplexing and folding structure is proposed. The multi wavelet decomposition
and reconstruction are combined into a filter module to improve the processing speed. As
the calculation amount the high-pass filter and low-pass filter complete is same, in order
to further enhance the speed, so that the high-pass filter and low-pass filter are calculated
simultaneously to achieve parallel processing. It is simulated and verified in ISE
environment. The experimental data shows that based on FPGA and wavelet Kalman
algorithm, the filter realized by using of multiplexing and folding principle improves the
speed of filtering, so that the ECT data acquisition speed can be improved, and iﬂe:?s’
the requirements of real time processing of ECT data acquisition, provides a ne d
to realize the filter for ECT data acquisition system. Q

2. Working Principle of ECT Data Acqmsmo %

The overall structure of the ECT data ach|S|t %&m IS s Figure 1. At
present, the working principle of ECT data acqws FPGA as the core
control unit, FPGA issues a directive to DDS signé generat en the DDS signal

generator generates a sine or cosine AC itation 4 v e V,(t) = Asin(awt) or

V; (t) = Acos(wt) , the generated volt @al is logded“ento the excitation electrode,

at the same time, capacitance value @ electrodes is transferred to the
C/V conversion circuit , converte voltag 3& namely, V,(t) =(C, / C,)Asin(at)

or V,(t)=(C, /C,)Acos(at) ﬁ data.a nt into the A / D conversion circuit to
digitize, after that, fllterl nd emo process is completed in FPGA to filter out

the high frequency co ents Wh not needed. After the completion of the
demodulation and fil , the prodessed data are sent into the memory, and transmitted
to the computer fcw rec n through the USB interface [8].
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Figure 1. ECT Data Acquisition System

334 Copyright © 2016 SERSC



International Journal of Hybrid Information Technology
Vol. 9, No.12 (2016)

3. ECT Data Acquisition System Filter

3.1. Wavelet Kalman Algorithm

The specific flow of wavelet Kalman algorithm is shown in Figure 2. The concrete
steps of the algorithm are to make the data collected by ECT data acquisition system
preprocessed by multi wavelet to achieve preliminary denoising, threshold processing
uses hard threshold function, then estimate the noise variance Q(t) and R(t) by noise
statistical estimator, after that ,send the preprocessed data into the Kalman filtering
module for filtering. If the filtering process has been completed, the data output,
otherwise, the process is repeated until the whole iterative process ends.

noise

multi wavelet o ‘\ *
filter \j
statistical

timator P

Fignbehow of Wavelet Kalman Algorithm

3.2. Realizatio@gorithm
Wavel Iman algorithm is divided into: pre filter, multi wavelet decomposition,

a
coefficishold processing, multi wavelet reconstruction, post filter, Kalman
't th
()

filter e algorithm is realized in accordance with the order, and caches all
i vediate data, the overall structure of algorithm implementation is shown in Figure 3.
% multi wavelet decomposition starts, firstly, the first layer decomposition of multi
wavelet is carried out and gets the multi wavelet coefficients including the detail and
average part , the detail part is sent into the coefficient processing module for threshold
processing, then saved to the detail cache, and the average part is put into C1 cache, the
second layer decomposition of multi wavelet continues until the decomposition process
ends , and the process is the same as the first decomposition. The next is reconstruction of
multi wavelet. The average part in Cn cache and the detail part in detail cache are placed
into multi wavelet reconstruction module and get Cn-1, the process is repeated until the
end, and then the data are put into post filter module for post filter processing
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Figure 3. Implementation of Algorithm

The structure of Figure 3 shows that if the layers of multi wavelet decomposition are J,
the data length is L, the word length of processing data and intermediate data is K Wheno
the wavelet decomposition, filtering and reconstruction are carried out accordi e
tree structure, at least 2J filters and 2JLK bit storage units for intermediatgseata¢storage
are required.

Therefore, when the number of wavelet decomposmo re; the more thenumber of
wavelet decomposition and reconstruction module, the n o storage unit,
the greater the storage space, the slower the speed %Iemen ati ethod not only
takes up large hardware resources, but also S|0W*fl ter it is necessary to
improve the structure and design a reasonable impléffentatio m S0 as to speed up the

filtering speed. .
2

g

4. Improved Filter of ECT Dat umt@stem

4.1. Integral Structure of I &llter

In order to accelerate the d of ope@ it is mainly that this link which is the
multi wavelet decompositian to multi reconstruction is improved. To reduce the
number of multi wave mposm dule and multi wavelet reconstruction module,
reuse is the most ?@nd effegtive way, due to the multi wavelet decomposition and
reconstruction ca ritten 9 onvolution form. Therefore, it can be a merger of the
two into a jmedule he new r is divided into: input and output module, memory
module, m odule, Kalman filter module, control module. The multi
wavelet filté”module lvided into pre filter module, filter module, coefficient

processing module a(@ t filter module. The improved filter is shown in figure 4.
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Figure 4. Overall Structure of Improved Filter
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The working process of the improved filter is to make the initialized data store in the
parameter RAM, and start the process of data filtering; the data are converted into matrix
form by pre filtering processing, and then stored in the memory for multi wavelet
decomposition. The process of multi wavelet decomposition is to make coefficient
processing module A from RAMA or RAMB read data and transfer to filter module for
multi wavelet decomposition. After the first layer decomposition, the data are entered into
the coefficient processing module B by the filter module to complete down-sampling and
threshold processing for the details of the multi wavelet coefficients. Finally coefficient
processing module B writes data to the internal RAM, so the first layer decomposition and
coefficient of threshold processing are completed. The Second layers of decomposition, as
shown in the dotted line. Coefficient processing module B reads the average part of the
multi wavelet coefficients of the first layer decomposition in the internal RAM, and sends
them into the filter module to complete the second multi wavelet decomposition. The

multi wavelet coefficients decomposed are went into Coefficient processing moduie A to

complete down-sampling and threshold processing for the details of the mul et
coefficients, and then written to the RAMA or RAMB, the second layer osition
and coefficient of threshold processing are completed. The third lay position
process is similar to the first one, and the fourth Iayer posm ilar to the
second layer. The next is multi wavelet reconstruction, ro ess is th yers of multi
wavelet decomposition are 4, the data from RAMA=QNRAMB _are mto Coefficient
processing module A to complete up-sampling, § mput filter module for
processing, the data are written to internal R after com Ie addition operation in
the coefficient processing module B, the fir%er re ction is completed. The
second layer reconstruction begins, coe ent of procesSing module B reads data

t them onto the filter module

from internal RAM to complete up- g, th
or RAMB after adding after

to for operation, the data are wfi to
completing addition operatiop | coefficie

rocessing module A, the second
layer reconstruction is comau hlrd r reconstruction process is similar to
that of the first layer, and th rth milar to the second layer.
When the multi way recons |s done, the data are transmitted to the
post filter module foq@ng by |ent processing module A.

4.2. Multi Wav; er Mod @

Multi \’ filt uIe mainly completes the pre filter, multi wavelet
decompositien; thre processing, multi wavelet reconstruction and post
filtering. The mu% velet decomposition and reconstruction are essentially

onvolution op ; so multi wavelet filter module is divided into the pre filtering,
filter module, oefficient processing module, the post filtering.

4.2.1. Fj \thbdule

art of the filter is a filter module, and it is a key to data processing speed of the

cause the link which is multi wavelet filtering is to process matrix data, so matrix

plier is used. PE is the basic unit to constitute a matrix multiplier, each PE includes a

multiply add unit and a storage unit storing the result of the calculation. PE unit structure
is shown in Figure 5.
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Figure 5. PE Cell Structure

Each PE unit, in addition to itself contains a storage unit that stores the intermediate
results, has a storage unit that stores the final results in the matrix multiplier. In thisway,*
the result of the multiplication calculation can be read by the processor, in the s e,
the matrix multiplier can be carried out the next multiplication calc which
improves the computation efficiency of the multiplier. Due to he relativi dence of
each PE unit in the design of the parallel matrix multiphig D%/nputatlon of
multi chip FPGA can be extended easily. When the g@mputation mance of the
system needs to improve, it can be achieved by incy&asi *\Wn

Because the high-pass filter and low-pass filtersg
considered to be parallel processing, which c Norten th

atrix multiplier.

ﬁwﬁputatlon they are

ion time and improve

the speed of operation. As shown in Figu ter ba dual multipliers for each
multiplier is equipped with a pre processi odule. essmg module is mainly to
read the matrix data involved in the o n, whe umn or a row of the matrix data

involved in the operation is zero, ski t calcu& wnot all zero, the read data are sent
into the calculation in the que e,@’u operate next a column or a row of data, so as to
avoid the unnecessary opera%l imp \,%e running speed. Number of PE units in
Figure 6 depends on number of Fows i I*\out data or number of columns of high pass

i cell are I'\ﬁndent, parallel computing, it is easy to add
ends tﬁ§ le FPGA, in addition, multipliers configure a

final result, the reading result and the calculating
thereby it improves the efficiency.
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Figure 6. Filter Based On Double Multiplier
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4.2.2. Coefficient Processing Module

Coefficient processing module is mainly to complete down-sampling of the multi
wavelet coefficients after multi wavelet decomposition, at the same time, make the detail
part of the multi wavelet coefficient perform threshold processing. When the
reconstruction is carried out, coefficient processing module completes up-sampling of the
multi wavelet coefficients and process.

There are a variety of methods for calculating the threshold, if the hardware computing
method is used, it not only needs to estimate the noise, but also opens the root operation,
while the method is relatively complex and of little significance. Therefore, the threshold
got by the software or a priori knowledge is written into parameter storage unit by the
input module, and it is read directly from the parameter storage unit, when needed.

Considering the filtering effect of the threshold function and the complexity of

hardware implementation, the hard threshold function is used to threshold processing, and.
Nuyz

The realization of the hard threshold function is shown in Figure 7.
Hard threshold function:

. W, W [2a * Q/
_ ik ik
Wik = {0 Wi i[<4 Q\ )
In the formula: W;  is the multi wavelet coeff| dai |\\/hold value.

o Q\%

the threshold value is stored in the parameter storage unit directly by the inpu&m

ws(j,k)

\\qu@rd Threshold Function

The ISEﬁ iS us simulate the coefficient processing module. As shown in
Figure 8, it functl lation result of the coefficient processing module (part).

From the point of the results of the function simulation, the written program is
correct. When the avelet decomposition is used, the multi wavelet coefficients are
sampled, at the ime, threshold value is read from the parameter storage unit, and it
is to complete threshold processing for the details of the multi wavelet coefficient by hard
threshold%\%‘ion. Compared with that the threshold value is calculated by the hardware,
or the reshold function is realized by software, it reduces the hardware resource

and @e processing time.
i ai[15:0] 11'h000 11"h002 11" h003

T hllll T hilll
7hilll 17 17°hl1111

T'hl111 [ 17 ; 177h1111

Figure 8. Function Simulation
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5. Comparison of Experimental Results

We use the principle of folding structure and reuse to improve the filter which makes
the algorithm realize step by step, to combine the multi wavelet decomposition and
reconstruction into a filter module, simultaneously, and to realize the parallel processing
of the high-pass filter as well as low-pass filter. After the improvement, the hardware
resources which layer by layer decomposition, reconstruction and storage need are saved,
and the processing speed is improved.

Experiments were carried out to test the original filter and the improved filter. The
layers of multi wavelet decomposition are 4, and the hard threshold function is used to
threshold processing. Compared to the time this part which is from the wavelet
decomposition of the filter to the multi wavelet reconstruction spends, as well as the
whole operation period of the filter, in order to compare the processing speed.

The original filter is used to test. The collected data are sent into the filter and the,
processes such as shown in Figure 3. According to the test, the multi
decomposition to the end of the reconstruction needs 11.79 microseco %ole
filtering process needs 20.28 microseconds. i .2

Test of improved filter, as shown in Figure 4, the time re red for ss which
is from the coefficient processing module A to obtaln the en ultl wavelet
reconstruction--data is fed into the filter module |crose and the whole
filtering process takes 12.83 microseconds.

Table 1 is the comparison of the time required ocessmg ata of the two kinds
of filters, respectively, to compare the time ired for@or?]completlon of the whole
filtering process and the process from the wavelet position to the end of the

multi wavelet reconstruction.

Q- \D
Table 1. Det%cessing% Comparison
|

* ulti wﬂ@ Operation period S
deco n-
recon&n 1S

Original filter (& 11T79 20.28
Improved fi \\ \9 4.341 12.83
The ex | data ble 1 are compared and analyzed. The improved type
filter is co with |nal filter, and the speed of data processing is improved. It
is mainly that becau nk of multi wavelet decomposition and reconstruction saves a

lot of time, so as t e the time the whole process spends.

Then we tes@ccuracy of the data which are processed by two kinds of filter, and
use the mean square error and signal-to-noise ratio as the evaluation criterion. 10 sets of
data Were%d

Vari defined as:

QO MSE-_f(F —f)? (2)

mong them, F; is the original data, fj is data after filtering, the smaller the variance,
the more stable the data.

Signal-to-noise ratio is defined as:
N-1

> s%(n)

SNR=101g| =2 @)
Z[S(n) -S(n)°
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In the formula, S(n) is the effective power of the original signal, S (n) is the
effective power of the signal after filtering. The higher the SNR, the less noise.
Table 2 is the variance and signal-to-noise ratio of the filter implemented step by step.

Table 2. MSE and SNR of the Original Filter

sequence MSE SNR
1 0.0060 70.3493
2 0.0048 71.3184
3 0.0040 72.1102
4 0.0049 71.2288
5 0.0043 71.7961
6 0.0039 72.2202 V
7 0.0034 72.8 ?\
8
9

10

0.0045 8
0.0057 * 5421
0.0059 r\o

Table 3 Is The Variance And Signal-To-Noise MOf Dat%,(essmg For Improved

Filter.
@@ §@\
Table 3. MSE a of ved Filter
sequence SNR
1 @ 20 75.1205
2 @ 75.5781
\Qo 010 78.1301

0.0019 75.3433
\\Q * 0.0013 76.9914

Q ‘Q 0.0019 75.3433
O @ 0.0014 76.6695
6 0.0015 76.3699

0.0017 75.8263

0.0019 75.3433

is smalle ne of filter of the gradual implementation, and signal-to-noise ratio of the
improv Iter is bigger than one of the original filter because of the adoption of the

P u@ of multiplexing and folding structure. So the data collected by ECT data
%

Data in tible and table 3 show that the variance of data processing of improved filter

lon system are more accurate and more stable, and it improves the accuracy of
acquisition of ECT data acquisition system.

6. Concluding Remarks

In ECT data acquisition system, the traditional method of realizing filter cannot
guarantee the real-time data acquisition, because step by step implementation of multi
wavelet decomposition and reconstruction limits the speed of data processing, thereby it
reduces the speed of ECT data acquisition system to collect the data. Simulation
experiments found that the filter using folded structure and multiplexing principle saves
hardware resources and improves the precision of the processing speed and data
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acquisition, due to use a filter module to realize the multi wavelet decomposition as well
as reconstruction, and make high pass filter and low-pass filter process the data at the
same time. It provides a new method of filter realization for ECT data acquisition system
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