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Abstract

The continuous development of science technology promotes the great development ofs
the information processing technology based on artificial intelligence. Such t M
refers to the combination of various technologies such as the compute e%ogy,
communication technique, control technique and others, which is a@ to the
information collection and processing of information thesis, the key
artificial intelligence technology to process informatiop, aclyding th icial neural
network, fuzzy theory and others. Besides, the informatior® process
on artificial intelligence will be applied to the ¢ igent transportation
system in this research. The result shows that=the applic of the intelligent
transportation system to which the informatio@mcessm % ology based on artificial
intelligence could relieve the stress dwir@ rush ho&Q iciently and improve the
efficiency of information processing. ="\

artificial neural network; fuzzy
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1. Introduction

Artificial info omvprocessi technology was originated from 1930°s and the
research field of atio ing is no longer limited to the researches about
the general m Q nd theor t present, the research field gradually expands and
more atte pai e exploring of new methods and theory. The major
research ob , the on mear, causal minimum phase system is replaced by the
present non-llnear, ausal and non-phase system. In addition, the analysis and

information prQcessing. The essence of the information processing technology based
on artifigial intelligence is the process and methods to change the incomplete,
8 onsistent and uncertain information into complete, reliable, consistent

unreliab
and ce ﬁ information ™. Hence, the research about the information processing
gy based on artificial intelligence is of great significance.

processing ofy@i rying signals became the new research field of modern

2.5ey Theory and Methods of Information Processing Information
Based on Artificial Intelligence

The information processing based on artificial intelligence is actually the
comprehensive application of various science technologies, including expert system,
machine learning, artificial neural network, fuzzy system theory, evolutionary calculation,
multi-information fusion and other theories and methods
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2.1. Artificial Neural Network

The artificial neural network is actually a calculation mode that is established in
accordance with the structure and operating principles of human neural networks in
biology. Besides, such network is a parallel distributed system in which the components
are was inter-connected. Via imitating the functions of human brain to learn, memorize
and dealing with problems, the neural network could acquire relevant knowledge, store
knowledge in the connections, make adjustment to the knowledge stored in the system
and cope with problems based on the acquired knowledge.

2.1.1. Artificial Neural Network Model

Artificial neuron is the basic processing unit of neural network and the novel is similar
to the biological neuron. It is composed of three basic parts ©!: connection, summation
and activation function, as shown in the Figure 1.
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‘\ Threshold
Iﬂ Ba?c@i%n Model

In the above graph, X X X)T % ut signal, W =(w,w,..w,)" is the connection
value of the neuron;u e sum,of input signals; bk is the threshold ; g(s) is the
activation functio% the input'sigyal.

OQ k :iwklxi (1)
6® Yi :¢(uk _bk) (2)
2.1.2. Learnin%@ of Artificial Neural Network

One of the “ynportant features of artificial neural network is the access of the
the external and the adjustment to its parameters (including the weight
shold) in accordance with the range that was predetermined. Hence, the
f the neural networks could be continuously improved via the automatic
nt to the system parameters in accordance with the features and property of the
I ation to be processed. The learning methods of the artificial neural networks could
be classified into the following two types:

(1) Supervised Learning (Learning from Teachers) refers to the input data and expected
output data that was provided by the external environment for the neural network.
Afterwards, the network will calculate the actual output data in accordance with the input
data, compare the actual output data and the expected output data, as well as adjust the
system parameters in accordance with the difference. At last, the actual output data could
satisfy the relevant needs. As shown in the Figure 2.
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Figure 2. Schematic Flow of Supervised Learning \/
(3) Unsupervised Learning (Self Learning): In the process of self- Iearnl S nIy
input data and no equivalent expected data is output. Hence, it is i a
adjustment to the system parameters via calculating dlffe enc Actual Iearnlng
makes it possible to adjust the system parameters auto c y in ac ce with the
statistical rules of the output data provided by t nV|r . As shown in

Figure 3 \\/

Envu‘oment—n'EM;
Envu‘omnent
Figure 3. Schem%@w of 6&\erw3ed Learning

2.1.3. Learning Calculatiep of Art|f|§§ Pe ral Network
The learning meth rtificial neural network are based on mathematics model and
network model. mathe model, the structure of the artificial neuron is
established acc to the in human brain, which was the basic unit of
informatio sing. mathematics model, there are plenty of artificial neurons
which are ned to m o form a complicated neural network to complete various
ds of learning methods of common artificial neural networks.

functions. There are
(1) Fault Rectifj Learning: Given that at the time n, the input of k neuron isx,(n),

the expected t*is d,(n) and the actual output isy,(n), the error signal of output
iSe, (n) =dg(n) -y, (M. In order to minimize the difference between the actual output value
and the ted output value, a difference signal e, (n) should be preset to be used as the

nction, which could be named as object function. Hence, the object function
minimized and the fault rectification learning could become a process of solving
timal value. The common object function includes:

J=E@/2*Y e (n)) ®)
k
In the above formula, J represents the expectation operator of the object function. In
most cases, the instantaneous value of J at the time of n, £(n) , could replace J.
e(n)=1/2*>"el(n) 4
k
In that case, in order to minimize the difference between the actual output value and

the expected output value, the object function £(n) should be minimized, the question is
changed into the solution extreme of weight value w, under the condition of &(n) .
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(2) Competitive Learning: The term competitive learning refers to the learning process
of neural network in which the output of every neuron completes with others and the one
with the largest or smallest output win the competition. After that, the winner neuron will
be activated while the output of other neurons will be restrained. The rule in which the
winner is activated and the losers are restrained was named as competitive learning,
which could be presented in the following formula.

A, () n(X; —w; in case of neuron jwins the competition
w, (n) =
K in case of neuron j fails the competition

®)

2.1.4. Feedforward Neural Network

(1) Linear Threshold Unit \/0
I

The neural network model could be decomposed into many units and each S
composed of a neuron and an adjustable weight connected with the neuron. unit is
called a linear threshold unit, which could be presented by the M-N o@lven the
linear threshold unit, the input is an n dlmen3|onal |e and tisal
dimensional variable. The activation function is a thr hown in the

Figure 4.
0\< é % £ Threshold
Q\ Flg inear Threshold Unit
The mat atlcal f a of the above graph is as followed:
X; € RX = (X X X' ©)
:
@ XJER'W:(W]_aWZ’-"’Wn) (7)
In case wx —6,0 R is the threshold, y = sgn(V) , and sgn(v) :{?X ig
i=1 4

elevant research reveals that the linear threshold unit could calculate any Boolean
ct or sum. The feed-forward network composed of linear threshold units could be
used to calculate any Boolean functions.
(2) Multiple-Layer Feed-forward Network
Multiple-layer feed-forward Network is composed of input layer, hidden layer and
output layer. The hidden layer could be one or more layers. The single layer feed-forward
network could only solve separable problems but the multiple-layer feed-forward
Network with hidden layer could cope with non-linear separable issues. The Figure 5
shows a simple three-layer feed-forward neural network.
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Figure 5. Three-Layer Feed-Forward Neural Network \/
In the feed-forward neural network, if the activation functions in the ca@g layer

is a continuous function (such as sigmoid function), the final result o e output

layer could be extremely similar to a continuous functi % be spedificsgiven that a

feed-forward neural network has a P input and a_Q <Qutput, the Whole neural network

could be regarded as a non-linear mapping from sio ace’to Q dimensional

space. r\

(3) BP Calculation Q . %

In specific situation, the feed-forwar ral netv@& ould be similar to any

e

continuous function so that it is possib e supepvise learning to train feed-forward
ren %’e%zing Principle until the network

neural network in accordance with t
is capable of automatic adaption ving. In on, it is necessary to consider how

to adjust weight and to determj e own gearameters of the network and others. The
. . . *

signal flow of BP network is in the Fi .

O$ . W OTKING Signal

______ Error Signal

O .
@ Figure 6. Signal Flow of BP Network

Error signal refers to the difference between the actual output signal and the expected
output signal of network. The signal of such difference is transferred from the output port
and calculated. At last, the network parameters are adjusted accordingly.

Given that in the n iteration, the NO.J neuron in the output layer is yj(n) so the
difference signal of that unit is

ej(n):dj(n)_yj(n) (8)
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Given that the average error is %ef(n) , the instantaneous value of squared error is

£(n) = %Z €%(n) 9)

jem
In that formula, m represents the number of the neuron at the output layer. Given that
there are n groups training samples, the average errors is

1 1 2
—Nég(n)zméz ef(n) (20)
&,, 1S the object function of network learning and aim of learning is to minimize the

value of ¢,, . Besides, the BP calculation is the continuous calculation of the differences
between the actual output signal and the expected output. During such a process, the
wright is adjusted in accordance with the difference until the objects,, is minimized. In
the whole learning process, the gradient information adjustment method could be %0‘
adjust the wright in accordance with the following formula. Given that is the jon
between Neuron i to Neuron j, then v
A=w; =-15;(n)y,(n) (11)

In that formula, 7 is the step size of learning; vy, is t ﬁ% sign Neuron i to
Neuron j; s, is the local gradient and the minus sign r& that\the weight correction

is moving downward along the gradient.

2.2. Fuzzy Neural Network

The fuzzy theory is applicable for earch \ uncertain phenomena. The
uncertainty of the phenomena is deterr%by thg@e of such phenomena so it is not
the research objects of dualism pr int itional mathematics. Hence, it is
difficult to classify the resear h%.e ts cle rI d the objects are determined to be
uncertain. The central part @% zy tm@ the fuzzy system which is a dynamical
system with the capabili opin ity Tuzzy information. The fuzzy system is
composed of four parts fuzzy atabase, fuzziness generating device, anti-

fuzziness device and SS pred% evice.
2.2.1. General of Fuzz I Network

The fuz ical s t@efers to the system which is closely related with fuzzy
concepts and*fzzy logi uch a system is composed of four parts, including fuzziness

generating device, ules database, fuzziness predicting device and anti-fuzziness
device, as show re7.

Fuzzy rule base

x within U
Fuzzy Generator Fuzzy Generator y within V

A

A

-——————— | Fuzzy Inference Engine
Fuzzy Sets Within V

Figure 7. Fuzzy Logical System

Each point in the Domain U is mapped to the fuzzy collection in the Domain U via the
fuzziness generating device. The anti-fuzziness device maps the fuzzy collection in the
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Domain V map to certain points in the Domain V. The fuzziness predicting device is
capable of predicting the fuzzy conclusion in accordance with the fuzziness predicting
knowledge in the fuzzy rule database and the fuzzy collection generated by the fuzziness
generating device. That is to say, the fuzziness predicting knowledge in the fuzzy rule
database and the fuzzy collection generated by the fuzziness generating devices could be
used to predict the fuzzy theories by means of the fuzziness generating device, that is, the
fuzzy collection in the Domain V, which is further input into the anti-fuzziness device.

2.2.2. Fuzzy Rule Database

The fuzzy rule database is composed of a series of fuzziness predicting rules and the
forms of such rules could be presented by the following formula:

RY:If x isF ,...x,is F' thenyis G' (12)

In that formula, FI1 is the fuzzy collection of Ui<R and Gl is the fuzzy colleq‘ion of,

V CR. Besides, Xx=(Xy,...,X,) €UL, ...,Un and yE€V are language variables. |
I=1,2,---,M, which means that M represents the sun of all the rules. It is obvk@

3

and
system
ple-input

y represent the input and output of the logic system. The multiple input andfo

could be decomposed into multiple-input single-output syst se onl
single-output systems are taken into the consideration o@ sis B!
2.2.3. Fuzziness Predicting Device O \>/
The fuzziness predicting device carries out the function o cmrting the “If-then” rule
in the fuzzy rule database into specific map in‘accerdancé withifuzzy logical rules. That is
to say, such device functions to * the fuzzy “eollection in the formula
U=U1*U2*...*UnCRn into the fuzzy tion LrK in V. The fuzzy rules are shown
container functions FI1*FI2 —G* n the Domain U*V. Given that the fuzzy

in Graph 6. & s\\
Such a process could be&@ ough the Tellowing formula in which the fuzzy
F
f

collection A is the input of fuzziness g device, if the synthetic calculation sup-*
is used, the fuzzy collecti | in DonairN/ deducted from each fuzziness predicting rule
is shown in the follo ormula:

Q\\ —suup( G'(x,y) U, (%) (13)
2.2.4. FuzGener '@evice and Anti-fuzzy Device

The function of t ness generating device is to map a certain point in the Domain
UCRN, X=(X,... to a fuzzy collection A', There are two ways of mapping:

(1) Single-valuzfuzziness generating device: if the fuzzy collection A is a fuzzy single
value forqthe supporting collection X, the statement of x'=x and u A'(x) =1 is true to
specific %or the rest of xX'#X, the statement of u A'(x) =0 is true.

(@ple-value fuzziness generating device: in case of x'=x, u A'(x) =1. However,

differences between x and x increases, the value of u A'(x) decreased from 1.
most applications, the first method, the single-value fuzziness generating device is adopted
[6

2.3. Evolution Calculation

The evolution calculation s established in accordance with the natural selection
principle in the nature and provides important instructions about the refinement of
machine and learning. Such calculation could be named as genetic algorithm by which the
research objects are scanned in a optimal way in accordance with the genetic features of
various creatures. Such calculation is comparatively simple and applicable in a wide
scope. By means of such calculation, relevant information could be parallel processed.
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Due to the fact that the major research object of the genetic algorithm is individual
phenomenon, which are processed by means of selection, intersection and transformation,
such calculation could be different from the traditional calculations. During the recent
years, many scholars have made great efforts to apply the evolution calculation to various
fiends such as recognize graphs, machine learning and automatic control. Hence, such a
method could be used as the most common methods in the information processing via
computer intelligence.

2.4. Information Fusion Technology

Due to the lack of the application of actual multiple resource information system, a
complete theoretical system is not established despite of the fact that the information
fusion technology has attracted much attention and been applied to various fields. For the
sake of faster development of such technology, it is necessary to make further r search0
about theories. In accordance with the difficult parts of the present informati n%\vﬂ
field, the following research topics are worth investigating ["®

(1) Collection, organization and management of the data in the infonfmatign fusion

system.

(2) General theory of the distributive multiple-targe b{%or trac@ased on the
concept of information scheme. \/

(3) Application of artificial intelligence to infor' usio
(4) The establishment of an index system to e the & ance of information

fusion system.

Specifying the fusion of dlstrlbutlve CBI Iay foundation for the
comprehensive information system o arc ds *and the combat platform
arrangement C°I.

3. Application of Arnf%@blllg’e nformatlon Processing

The transportation system typlcal distributive system which is
characterized by non- rlty, and uncertainty. The ITS (Intelligent
Transportation Syste a hot ea field, the primary concern of which is to
investigate the i f nced intelligence technology, automatic control

technique, com[Qg chnlque rmation and communication technique, as well as the
electronic hni

&ral Network to the Predication of Traffic Flow

of prediction, the east-to-west traffic flow statistics of an
jiang City from 7:00 to 21:00 in May, 2015 is investigated. The traffic
single quarter is regarded as one unit and every 8 units was regarded as an
and listed in the table. That is to say, after inputting 8 neurons, the statistics
flow is used as an output sample. In other words, a neuron in the output layer
ample pair. After the first statistic of traffic flow is removed, the one following
atistic will take its place. Eight statistics will form an input sample. Then the next
statistic of traffic flow will be used as an output sample and further forms a sample pair.
The normalized value of element could be shown by the following formula ™!:
a=(x, —min(X))/ (max(X) —min(X)),i =1,2,...,n (14)

As for the BP Neural Network Calculation, it is necessary to set up the parameters
from the perspectives of number of network layers, original weight, learning rate and the
standards to judge differences etc.

Even though the application of the traditional BP neural network could lead to the
reaching of expected value, the convergence rate is slow and the training time is long.
Hence, the improved BP neural network calculation is applied.

3.1. Application of

During the
intersection in
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3.2. Improving BP Neural Network to be applied to the Prediction of Traffic Flow
In such a research, the improved method of Levenberg-Marquardt in the BP neural
network is employed and the research direction could be shown through the following

formula.
S(X®)=—(H® + 201) v (X W) (15)

After the function initff is used to initialize the weight and threshold of the network,
the function trainlm is used to train the network. The result of such calculation is the
relationship between the square errors and the number of training steps. As shown in

Figure 8.

Traning for 7 Epochs

Error
=]

—
(=]

Sum—Sﬂuared
=3 =)

-
D.
&

10

Figure 8. Relatlo betw Square Errors and the Number of
g Steps

eshold o@work after training are as followed:

-1.9511 5. 712 6.092%¢ 4 -4.5452 -2.6301 -2.2957
41814 2.63 .0407 3.0 @ 1252 -1.4267 -1.1518 4.6138

;&2831 3.3638 -@@).3732 -0.9538 -4.9724 3.6667 -2.1737
-3.5586 1.6964 4.7412 -1.1795 -0.3883 3.7689 -2.3702 3.5086 ]

6
S
-5.053 5 3.0091 6.1634 5.1800 -1.7538 1.2221 1.1930
-3. 588 1.1508 6.2020 8.4618 -6.6427 -1.8875 -8.3998

’

64 -0.2369 1.8636 0.5041 -1.3616 1.0431 -0.9159 0.0885
6383 0.0821 0.0636 1.0275 -0.9151 -0.2444 -0.4101 1.2574
-1.1256]
b2=[0.6582]
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As shown in Graph 7, the conve spee evenberg Marquardt method is
he employment of the Levenberg-

the fastest. According to the eI experle
Marquardt method could Iead& mg.re@ when it is used to solve most problems.

3.3. Simulation Result of t@redlctlon a ic Flow

The network mad ntelligeft neurons is called high-order neural network, which
is capable of com the two tasks: the first capability of such network is

called EIC lntelllg Capability), which refers to the ability to making
adjustment tren th@@the connection among neurons. Such intelligence is shown
through the aty ork tt‘&gmposed of plenty of neurons, so it is named as EIC. The
second kind of abili Internal Intelligent Capability), which is shown though the

f a neuron and irrelevant to the connection among neurons. The
information of: -ordered neural network is stored in the joint weight and transfer
function. ever, the traditional neurons are incapable of storing information ™%

Thei tors of the four nodes at the input layer are as followed: the traffic vector
of th@ n of research t-80s, the traffic flow of the section t-60s, the traffic flow of the

reversible functio

40s and the traffic flow of the sectiont-20s. The node at the output layer is the
% ow of the section of research ts.[9-10]
e number of the nodes at the hidden layer is 6, which could be adjusted in
accordance with the actual situation of simulation.

The simulation statistics is collected from an intersection in Zhenjiang city in the rush
hour from 8:00 to 12:00 in May, 2015. The loop detector buried under the road is used to
detect the number of the vehicles passing this section every 20 seconds and the number is
marked by k( k =0,1,2,......,26). The detection last for 720 units of detection.
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ove graph, EC=0.94561, tpred=31s, the average relative error is 3.07%. The

f the intervals among the high errors in relative errors that exceeds 20% is 6.

%e simulation result shows that the prediction time of BP neural network is shorter
and the precision is improved. The number of the intervals among high errors is within
the acceptable range. It is obvious that the application of the high-order neural network is
applicable to the traffic flow prediction 2.,

4. Conclusion

Even though the intelligent information processing technology has been developing
fast, there are still some problems waiting to be solved and investigated. In order to make
sure that such technology could be improved and applied to productive activities, it is
necessary to combine such technology with the advanced science and to investigate the

Copyright © 2016 SERSC

263



International Journal of Hybrid Information Technology
Vol. 9, No.12 (2016)

issues in productive practice, which should be summarized as the theories and methods.
Due to the fact that the information system to be processed becomes more and more
complicated, the dependence on single intelligent information system has both advantages
and disadvantages so it is difficult to satisfy all the needs of complex system. As a result,
it could be predicted that the necessary trend is to combine various intelligent information
processing technology and to investigate comprehensive intelligent information
processing technology in the future.
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