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Abstract
<

Linear algebraic equations based methods in the time difference of arriva )
localization are akind of excellent algorithms. In consideration of the treints on
parameters to be estimated, the first-order error in matrix and the seco d@ oise in
vector, a sequential-quadratic-programming-based localj n<algori oposed in
this paper. An optimal solution of the linear equatia el was ined in the
algorithm. Meanwhile, with the rank 1 constraint igne e probNﬁs rewritten to a
series of convex functions and then a semi-definit ation BVO tion was yielded

|

additionally. However, the solution can only bg usetas an |n alue for other TDOA

localization algorithms due to the insuffici ccurac the SDR solution. Final
localization experiments demonstratee t e proposed™algorithm has a higher
positioning accuracy compared with 0 OA lgc tion algorithms based on linear
model. At the same time the resu be clos he Cramer-Rao Lower Bound,
especially at the low signal

reglme
Keywords: Time leferenci Arriy A), Sequential Quadratic Programming
(SQP), Semi-definite rel ion (SDR\

1. Introductio \Q

Ranging ig ‘. positionihgssystem is mainly through the estimation of the distance
or angle b the t de and the receiver, and then the position is calculated.
Wireless rangirfg can b ed into received Signal Strength (RSSI) based, signal arrival
angle (AOA) based nal transmission time (TOF) based technology.

The RSSI- bas niques measure the distance between target node and receiver
according to t nal strength at receiver [1].The methods are simple and easy to use,

but they aregeasy*to be affected by multipath fading and non-line of sight in the wireless
environ@hﬂ Furthermore, the positioning error is relatively larger, usually reaching
40% = 6, which cannot meet the requirements of high precision positioning. The

A@. technologies estimate the direction of transmitter to receiver by detecting
% of wireless signal at antenna array. It is less affected by SNR, but the impact of
channel interference and multipath is significant [3]. Ranging technologies based on TOF
are the most widely studied category [3-7], in which TDOA-based technology attaches
more attention because of relatively easy achievement. In 2D plane, the points with a
determined difference of distance to two anchor nodes (with known coordinates) lie on a
hyperbolic curve. If there are three or more non-collinear anchor nodes, multiple
hyperbolic curves exist, whose crossover point is the target node. Multiple equations can
be obtained through these curves, and all the equations are nonlinear. Hence it is difficult
to solve them. In addition, under the influence of noise, the curves can never intersect at

one point.
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For decades, the TDOA localization algorithm can be divided into two types. One is
based on the initial nonlinear model and estimates the target position by iterative
algorithms of NLS or ML estimation, such as Taylor’s series iteration (NLS) and
semi-definite relaxation (SDR)-based method. This kind of algorithms requires initial
values with sufficient accuracy to avoid local optimum. The other one converts nonlinear
equations into linear forms via equation transformation with no error and produces
approximate solutions using the least squares or weighted least squares (LS) method[4-6],
which then develops into the linear-correction least square[7], total least squares[8, 9],
generalized total least squares[10], constrained total least squares[1], et al. Among the
algorithms mentioned above, the first kind that is based on initial models mostly depends
on iteration for solution, with no guarantee for convergence and high complexity of
computation. However, the result is relatively more accurate. The second kind has better
linear forms, which is clear and good for analyzing, although it is not based on initial
models and its optimal solution is only the suboptimal solution of initial modelsﬂ(t has»
been theoretically proved that the localization accuracy of all the algorlthms
achieve the Cramer-Rao lower bound under small error conditions.

2. Closed Localization Algorithm and SQP S base%g@
Squares (LS) ?
In the time difference of arrival (TDOA) syste eas Q/s the difference
e

of distance from the target node to each anch ral 2D localization
problem, the coordinates of the target node Qﬁed as x@ ;the coordinates of the
*

%@en the target and anchor node,

I :||Xi —X||; the electromagnetic gation v , C (assumed to be constant). Then
the distance difference betwe two @tes caused by time difference can be

expressed as follows: \
=c Q—r—r =[x, - x| - ||x —x||
\Q J(\Qfﬁ(y. Y)? =05 =) +(y, - )%, (1)

In Equa) N s the number of anchor nodes.
That is to say, the g at can be directly observed are [ ;, which are C,ﬁ in total.

With no noise, E 2) holds.
& +6 5,0, 1,1=423.N,i# j#| (2)

If j= used as the reference point, any F; can be calculated, with

anchor node, x, =[x, y,] ; the Eucli

Nl = ..N known. Because error exists in reality, the true value is defined as r, i the

@ i i . Without loss of generality, the reference anchor node is assume to be j =1
t

T . .
heé noise vector n= [nZl, N;,...,Ny, | ; the observed distance difference vector,

F=[6 Gy ,1] . Then the following equation is obtained:
_ 0
g =0+ 3)
In order to overcome the intrinsic shortcomings of iteration algorithms — the
effectiveness of starting point and high complexity, people starts searching for an

effective closed-form localization algorithm. This kind of algorithm is mainly
LS-based. Because the LS solution is a closed form solution and the corresponding
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numerical methods are relatively highly developed, such as the Lanczostri
diagonalizing[12] and the bi-diagonalizing in QR iteration[13] which can be easily
applied to calculating solution such as DSP and so on, several effective TDOA
closed localization algorithms have been developed since [4]. The typical algorithms
are the spherical-interpolation [4], Chan[6], linear-correction least squares (LCLS)
[7] and constrained total least squares (CTLS)[1], et al. Before discussing the SQP
algorithm, the description of the linear model is given below. Because

fath=" (4)
the Equation (5) can be obtained by substituting the expression of I and I into

Equation (4) and then squaring both sides of the equation.
(Xi - Xl)(x - Xl) + (yi - yl)(y - yl) +h.h

= I %) + (=)

The matrix form of Equation (5) is as follows: ?\/
. O

=b (6)

where N
_XZ_Xl Yo=Y r2,1_ A‘t)z*'( 2Ny 1)2 _r22,1
y,)? -

A= X3:_X1 ya_:yl r3,1: 0= y— y1 Q
X X Yw N er (\%XO +(y|v| yl)
Equatlon (6) is a set of linear equ @or @al 2D localization problem N

> 3. Hence A is an over deter quat‘K\ the simplest optimal model is

the following LS problem. @
Qrg mln(A@ (A0 -Db)

= (ATA;\'

This is the bas S utlon h h is only suitable for systems with very low noise,
and therefore it ji accur h. First, the LCLS algorithm has been proposed
because of the,fQnstraints on p eters to be estimated. Second, because A has errors
and moreo e of i has the errors rather than all, the generalized total least
squares and™€TLS al have been developed. Third, it is widely known that to
ensure the accuracy A localization based on LS requires that the error in b only
has first orde@ owever, Equation (6) includes second order term of noise. Chan,

I
e

(7)

LCLS and C | ignore this second order term, which is only effective and can
guarantee%stl ation accuracy under conditions with small signal to noise ratio. When
the sig noise ratio is relatively high, the second order noise term cannot be
negl&or the localization accuracy will be heavily impacted. Here, taking the
r constraints, error in A and second order noise term into consideration, a
%based [11] TDOA localization algorithm has been proposed, before which a SDR
tion is also obtained.
First, considering the second order noise term, Equation (6) can be expressed as
follows:

Ae—bzAAB—Ab:rln—Hln—%nD n (8)

In Equation (8), H,=-diag(r) and is a diagonal matrix; [J is the

elements-by-elements product operation of matrix. Then, the localization problem of the
model (6) is equal to the following optimizing problem:
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6 =argmin|n|’
é.,n

st. rln—Hln—%nD n-A8+b=0 ©)
0'20=0
n>0
The constraints of the first equation of Equation (9) can be divided into N-1 equations.
2nn, -G +2r,n, —2a 0+2b,=0,i=23,..,N (10)

In Equation (10), @& and b, respectively stand for the row i of Aandb. Equation
(10) is an indefinite quadratic constraint and can be transformed into a more regular form
as follows:

y

*
y =argminy'Cy ?y

st.y'By=0,i=23,..,N

y'Dy =0 Q\* Q/O (D
wo O

In Equation (11), Bi:B } where OQ \6
| \ \@
g\\ B4

| -a (1) ©) .'
é@z 0 > 0 00 0
The other \mﬂar@@l] Dz[o 0] E:{0 J, y=[n

P
known parameterY isN — 1+3+1=N+3. y'Ey=1,

The dimension o

namely p* =1, Is an additional variable used for problem regularization, and its
final solution isNy/ p. It should be noted that Equation (9) is equal to Equation (11).
Throug rization, it is clearly shown thatB; and Dare indefinite symmetric

atrixes. Accordingly, the correlation function is a non-convex function.

y' Xy =tr{Xyy }=tr{XY}, where tr{e} refers to trace operation, the

tion (9) can be transformed into the optimizing problem expressed by the following
equation.
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y =argmintr{CY}
y

st.tr{B,Y}=0,i=2,3,..,N -1

tr{DY}=0 (12)
tr{EY}=1
y(3)>0
rank(Y) =1
The optimizing problem, Equation (12) is convex, neglecting the rank 1 constraint;
however, the rank 1 constraint is non-convex, which complicates the problem. The

solution of this kind of problem has always been the research hot spot[14-16]. SDR
technology [16] is one way to solve it. The solution gained by taking out the rank 1

constraint can be regarded as suboptimal or used as the starting point for other algo h
although it is not the optimal solution for Equation (12). Because the estimation cy

of SDR is not enough (discussed in details in simulation part), a SQP-base@ ithm is

give below.

For the optimization problem Equation (9), all the con&(ﬁ sare e , except the
constraint 1, >0. It is shown by simulation that nﬁg ing I, influence on
estimation. Hence, Equation (13) can be obtained lag ian,Multiplier method.

L(y,A)=n"n-A] (tn— Hn—— 0n- b) 207 (13)

In Equation (13), y'= [e n } and 1A' a rangian multiplier vectors.
atr W\&’

Using derivation operator V, the Ja can be defined as follows:

Iy = % 3(y). (y)Vd(y)] (14)
In Equation (14), = B'y’ﬂq (y)=0"20,Vd(y')=2D'y', where
‘=B, (1:N+2,1; ),D’ B&, +2,1:N+2),o=B,(1:N+2,N+3).

It can be seen QP a m[11] that for Newton iteration at Step k, Equation
(15) should be sati

CY' +I(Y )i

O el o
V) =[6, (), (y),y (Y)] . C'=CL:N+21:N+2),

In Equati ,Cy v+ Cy , . )
V(Y1) = dg:ﬁ(y) and W), = { L), —J(y')l}_

I, 0

VV(Y', k

The pdate process is shown as below.

@ |:yk+1j| {W}{AW} (16)
)“k+1 }“k A)“k
The SQP process above requires a starting point close enough to the optimal point, and
using the SDR solution as the starting point generally can make the process converge at
the global optimum. After setting up termination criteria, the final TDOA coordinate
estimation is:

=y'(L:2)+x, (7)
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3. Simulation Results

Here five localization algorithms, least squares (LS), linear correction least
squares (LCLS), constrained total least squares (CTLS), semi-definite relaxation
(SDR) and sequential quadratic programming (SQP) are compared with each other,
because all of them are based on the same model, Equation (6). Taking LS into
account is to compare it with SDR. Since both of them can only be used to provide
initial estimation for other algorithms, the compare is meaningful. The anchor nodes
for simulation are distributed as follows:

x, =[-47,39] | x,=[-18-11 , x,=[6,-10] , x,=[26,-74]
xs =[6L,-1 , x,=[0,9] , x,=[60,-43] , x,=[-52,-47 , x,=[-30,1]
and x,, =[-517] .

X, is defined as the reference point. Except the reference point, the n M
anchor nodes used in simulation M 6{4,..., N —1} and increases frt@

of each

The absolute difference increases from 1 to 5. For st con

algorithm, 10,000 times Mento-Carlo simulation are ex square error
used as the evaluation index. The termination threshglo value f C LS and SQP is
0.001, and the Sedumi package is used for SDR

It can be seen from Figure 1: \

(OThe performances of SDR and LS {E t\almost ?I and inferior to other
algorithms, which can however be us ial estimasion of other algorithms due
to their simplicity. This study consid |n o0 study how to take the rank 1
constraint into account in the vie %nvex tion.

@The SQP algorithm haz st Iocall n performance and the result is

closer to Cramer-Rao low Theor for this is that the second order noise
term and correlation of unkno n pa are considered in a unified way when
SQP is used to solve op ation p

(3®When there .ar. a fevk anchor nodes or the noise is significant, the
estimation perfor d CTLS is inferior to that of SQP. However, as
the number o a or node réases, or noise decreases, their performance is
approachl

A 35

s
& e LCLS

. == : et
Secrs @ § ~4—CTLS
30 CM_SDR g 4 S
-©—CcM_saP
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Figure 1. Localiza%@lracy@pare among Five Algorithms

4. Conclusions

TDOA Iocallz etho ays been a research hot spot. For linear models of
TDOA locali guadratic programming based TDOA localization
algorithm pro S hich takes the constraint of unknown parameters, the first

order matri or and
optimal solution of
solution is obtain

order noise in vectors into consideration, and produces the
ar model. Before the SQP process, a semi-definite relaxation
by transforming the problem into the convex function form and

can only defused” as initial value for other algorithms. The simulation result shows the

is much closer to the Cramer-Rao lower bound.
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