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Abstract .
With the exponential increase of the cloud business volume, Data center o \oﬁj
imbalance caused by some physical machine inefficiency due to the divepsi users

requirements. Therefore the cloud datacenter need an appropriate algorithm alance
the PMs load and ensure the resource utilization in the.cloud data€epter™The paper
defines and formulates the problem parameters and pr %&gs Multi-ORjgCtive Discrete
sourceswe VMs requests

Particle Swarm Optimization (MDPSO) to sched
t the h%f?algorithm not only
PMs Loathbalance.

according to the requirements. The simulation sh
guarantees the resource utilization, but also insures
*
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1. Introduction &%\ ‘%Q

Due to the rate of business gro in the cloud service, the load in the cloud
datacenter has been increase Kly. Hox’%ake good use of resource is the key point
to reduce the unnecess overhe@ e cloud datacenter, VT (Virtualization
Technology) has bee idely used. is technology expands the capacity of the
hardware. Mean @pplica i0N programs won’t impact to each other when they are
running in the s spacenyTthe same PM. VT also support the live migration, viz,
when the PM=gVerldad, the V uld be move to another PM which is in the low load
state . In , T net enable the business attain the cost reduction but also the
system relialiity and s@algprity.

Cloud datacenter @iSilte central of the resource. The resource mainly refers to the PM
(Physical Machi (Virtual Machine), the storage, the network, etc. Datacenter
manage all the@ment. It should respond all the requests from the VMs. Different
VMs ha ifferent priority, technology objects. Some of them request for the search
service. are request for the computational or the storage resources. Therefore, an
effici ource scheduling is necessary for the properly work in the datacenter. The

edulgr will find the resource in the datacenter according to the requests quality when
%ient requests for a service. The scheduler returns response to the client. Scheduler is
reqUired to give the response in the specified time. At the same time, the datacenter also
need to consider the load balance, the utilization and the operating costs. The resource
allocation mechanism determines the efficiency of the used resources and guarantees the
Quality of Service (QoS) provided to the users. Hence, the resource scheduling
mechanisms are considered as the critical technology in the cloud datacenter.

To satisfy multiple objectives, the scheduler has a strategy to schedule the resource. It’s
impossible to meet all the requests. So the manager determines the optimizing objects and
execution policy when the resource is insufficient. The optimal placement of VMs within
a data center network is a NP-hard problem. When large amount of VM data is migrated
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from one physical host to another, The VM placement surely affects the data center
network performance through the network[1][2][3]. The VM placement problems
including the VM deployment and the dynamic VM resource management Here, the paper
aim to achieve two objectives in our algorithm:

e VM deployment: Load balance (LB). To balance the resource utilization. This goal
improves the datacenter performance. The rise of the cluster’s processing capacity
could enhance the user experience (UE) and the system reliability.

e Satisfy Multi-objects: Using MDPSO algorithm to find Pareto optimal solution to
enhance the Resource Utilization and ensure the load balance.

The paper presents the design and implementation an improved PSO (Particle Swarm
Optimization) deployment algorithm. We make the following contributions.

The paper proposes a new improved PSO algorithm which applied in the VM
deployment to achieve the load balance and high resource utilization.

The paper tries to solve the multi-objective problem in the cloud datacenter based on a»
heuristic algorithm. QK/

The paper simulates the algorithm and verifies the effectiveness of algorithm.

The rest of the paper is organized as follows. Section 2 presents the basi@ ViViyresource
scheduling strategy and algorithm. Section 3 describes %aﬂs Of%‘ oved VM

scheduling algorithm. Section 4 present the simulation eriment ts. Section 5
concludes and put forward the future research dire'@é \/’-\/
2. Related Work \

Currently, there are several resources ing re§ (r.@direction: 1. The virtual
machine placement [4]. 2. Data center e onsurr%n roblem. 3. The economics of
the cloud resource scheduling prob LT %{ y and algorithm of scheduling
roughly divide into two categories=INaigh prior performance. 2. high priorities of
cost. The traditional resource §c ithrh including Round Robin algorithm,

Iing‘al rit
Weighted Round Robin algo [6], Weléﬁ%east-Connection Scheduling etc.

In terms of resource duling, eSHC and overseas have done a lot of research
work. The resources whi mazon p s to users can be divided into 8 classes. Users
apply for rent a ingvto thei n business requirements. Data center scheduling
algorithm give t ack m ers based on the user characteristics, the resource
type to find % data centerssesources. Amazon's cloud resource scheduling combine
some kind ategiess s cost priority, meet the demand of different users, load
balancing ete=7][8][9 s cloud computing platform built on the basis of virtual
computing resourcey Tivoli completes the deployment of resources and cancellation
of scheduled o . IBM deployment management software Tivoli provisioning
manager is re@ble for monitoring the former provides IT resource health. Its
scheduli olicy is priority of performance and meeting the requirements of users[10].
mercial confidentiality, Most of the technology is not known outside. The
f some open source cloud computing systems provides researchers with some

e platform of cloud resource scheduling (Eucalyptus [11]). [12] Uses ucalyptus as
%Iatform discuss the resource scheduling. The scheduling algorithm reads the log
inférmation which recorded in the load balancer in the real-time. The algorithm calculates
the virtual machine average response time to determine the current system load. [13]
systematic introduced the details of program and technology of HP data center cost model
and become the important reference of cost model design. Most of the load balancing

algorithm learn the traditional idea of load balancing Web server or server cluster and did
not take into account the optimization of multiple objectives.
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3. The Details of the Multi-Objective Algorithm

3.1. The Definition of the Problem Parameters

This subsection defines the structure of the datacenter. The structure quantifies the
cloud datacenter resource for easy experimental comparison. So in this paper, the resource
refers in particular to CPU, memory, the bandwidth. The paper simplifies the datacenter
framework and presented the simplification PM cluster and VM cluster in the Figure 1.

Virtual
| machine

Network

Virtualization Resources VV

! I EEBE RO

Figure 1. The Simplification nd VI\N er
The paper has some definitions about th @m param@
Definition 1: PM set « : {PM;|0<i<n}, i @s the n f the PMs.
Definition 2: VM set 1 :{VM;|0<j< < \ r of the VMs.
Definition 3: PM resource sets Ir|O<§ r denotes the categories of the
virtualization resource.
Definition 4 : PM Utilizatio

M)

U,, =allocated o /
Which allocate note @PM resource and the total _ denote the total PM
resource. ?
Definition ’ M aé tilization Uavg:

2.U o, @ )

n den ot u mber of the PM.
Defipi : The Specific Unbalance of resource r:

Qp> m | U
r=12|+avg (3)

n< i

>

C

I

I
3

Definition 7: The Specific Unbalance of Physical machine set:
u m,  ~ av |
e (4)

m denotes the categories of the resource and n denote the number of the PM.
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The constraints condition are as following:
Constraint 1: The physical machines and virtual machine mapping is a one-to-many
relationship. Which means one VM can only be placed on one PM and one PM can have

many VM. viz: En:Dij =1 j=[L2,3---m]
1=1
Constraint 2: The VM resource requirement cannot exceed the PM resources capacity.

n
Viz: 21VM i <PM i’ i denote the number of the VM request and j denote the categories
| =
of the requirement resource.
Here the definition 5 formulates the VM placement problem.

Definition 5: A VM request set 2= {VM;|0<j<n}, and a set of PMs « = {PM;|0<i<n},
find out a placement solution, make the system in the most balanced load and meanwhile
guarantee high utilization. i.e.

min (0 < u<1) 0;
(®)

U
maxM(0<Upm <1) *’ @
; : AN
The problem is a NP-hardness problem, the tra@Qwee\n@af balance and the

Utilization should be considered.
0\9

mi ficient algorithm that have been

; easily implemented and usually
. e PSO algorithm, every individual
e pasitjon, by some rules and remember the best
i ry individual is called “particle”. Every
particle is a potential sqlgion. For : In a D dimensional objective searching
space, every particle i sado ing that the swarm is comprised of m particle
and m cannot be ’e\ or wil ct the computational speed and convergence of the
algorithm. \

Supposi Qil’xib”
vector v, =m,~-,vid '
is noted as the best n by which it has ever visited. p, = (P, Pyzs s Pggs s Pyp) 1S

noted as the be on by which the swarm have ever visited. In basic PSO model, the
particles are maniptilated according to the equations (5):

Vg ‘@“‘ Clé( P — X )+ ‘3277( Pgs — Xig )'

3.2. The Improved PSO Scheduling Algori
*

PSO (Particle Swarm Optimization)
used to optimize the different functi

converges faster than the Genetic
can estimate the fitness value
T

position of all the current f

;) ¥s ith particle’s (i=1,2,---m) D dimensional position

is the ith particle flight velocity. p, =(p,, Piys**s P+ Pio)

(6)

% A

here k expresses the kth iteration, c1 and c2 c are positive constants, called the
cognitive coefficient and social coefficient respectively; & and n are random numbers
uniformly distributed in the range (0~1). The parameter w is called inertia weight to
balance the global and local search ability. y is an operator to limit the velocity.

Here the algorithm supposed to use integer coding to define the particle’s position, e.g.
xi= (1, 3, 10, 2, 3, 2, 5) is one of the feasible solution. The algorithm firstly numbered the
VVMs and the PMs. In the feasible solution, “1” denote the first virtual machine would be
placed in the first physical machine, “3” denote the second virtual machine would be
placed in the third physical machine and by this analogy. But the basic PSO algorithm
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aimed at continuous value, so the algorithm uses a new Discrete PSO (DPSO) algorithm
to solve the problem [18].

Set the particle’s velocity v =(V;,Vi,, -, Vig,-=Vip ) , Which v, <vi <V, [Viw| =4

the sigmoid function to certify the probability of the VM;will be placed into the PM]j[19].
The sigmoid function is defined as following:

1

S:Singid (Vik):W(—\/.k) (7)

The particle movement equations are defined as following[18]:

V(t+1)=0®s(V (1)) @R ®[R (t)-X (1) |®R,®| P, (1)- X (t)]
X (t+1)=X (1) @V (t+1) ?\/

® denotes that counting the value of the product over half as one and d@ g the

X, if x=y
rest. The @ is defined as following: X ® y- x,if s &g) “ %gs following:
y,eIO \/
X, if x=y
_y{lx_y|,e|Se OQ \9
3.3. Multi-objective DPSO VM Sch @
To satisfy the resource utili aénd load \ce at the same time, the algorithm
need to solve the muIti—objg&t& blem paper selects choose the Pareto optimal

solution to solve the multi-o ve opti problem[20] The algorithm guides the
flight of the particles dirgction thr ery objective function together in Multi-

Obijective Optlmlzatlo em to makeéwparticles fall into the Pareto optimal solution set.
The pseudo- code is prem&d in Algorithm 1.

Algorithmls |mal valuatlon selection algorithm

1 Input: Agive popula N every particle’s position and velocity X; V;. Output: the
objective function

2 For i=1to N

~No ok~ w
o
oy}
[4
(2]
Ll

t 2,i] < f, ()
@ Best = Average(gBest[1], gBest[2]);
gBest = Distance (gBest[1], gBest[2]);
11 Fori=1to N,
12 dpBest[i] = Distance (pBest[1,i], pBest[2,i]);
13 Fori=1to N,
14 if( dpBest[i]< dgBest)
15  pBest[i] = Randselect( pBest[1,i], pBest[2,i])//random selection
16 else
17 pBest[i] = Average( pBest[1,i], pBest[2,i])//Assessment and selection
18 END
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The Multi-objective DPSO VM scheduling algorithm is applied to the cloud
environment resource scheduling model; set (5) equation as objective function, the
pseudo-code for the high utilization and load balance of the VMs is presented in
Algorithm 2. The algorithm change the particle’s update formula and solve the multi-
objective problem.

Algorithm2: Multi-objective DPSO VM scheduling algorithm

1  Input: A given population size, every particle’s position and velocity Xi, Vi. Output: the
objective function

2  choose the threshold value € and maximum number of iterations Ny

3 Initialize the particle’s position, Using integer form to define the position
Z9=(Zi1 Ziy ..... Zi»), which n is the PM’s number. i is the particle’s number.

4 Initialize the velocity of each particle v;¥=(vi V> Vin

5 Calculate the particle's multi-objective fitness function (5), get the particle’s fitneWeo
Z1?, 7, denotesas D@, A,

6 pu. Z© , P Z,9. According ; the
D@ =min{D,”,D,?,---D,}, A =max{A®,A? ... A}, find optimum
Por» Pgz- %

1 ko N\

8 kek+1 O \\/

9  Calculate fitness value of z,, denote as D, =A®

10 DY =mi{D*,B,¥,---B, ¥}, A(Ok) A%, Az&q\anm}
11 According to ( 7 ) equation to updat

) (
- ,‘\?wi Pou. P}
12 Calculate the global optim@&pg = A‘@ Pe: Py, );The  Euler distance
*

dp, =Distance( py;, pgz)A 6
13 Calculate the Euler distance of eve iCte’s local optimum dp;.

i
14 if (dpg <dp,) . é
15  Choose the b@“‘) ‘%dom selection.
16 else ?

17 e { Avdjabel pul (")

18 According to the bdate v,z by using p®, p,.
19  if k> Npax

20 END

21 else

22 jum

@1 ation Results

e simulation utilized CloudSim simulator for performance evaluation of the
algorithm. The experiment modified the related methods and properties of
VirtualMachine, VMAlIlocationPolicy, Datacenter class in the CloudSim. Using the Ant
tool recompile CloudSim platform. The experience firstly random generate 50 PMs, and
100VMs. The 50 PMs are homogeneous. The PMs Set is as following:

Table 1.1. Physical Machine Parameter List

Computing network
CPU/number | ;= 5 rips | Memory/GB | - s
16 3000 16 1000

142 Copyright © 2016 SERSC


javascript:void(0);
javascript:void(0);

International Journal of Hybrid Information Technology

The VMs types are as following Table:

Table 1.2. The Virtual Machine Application Type

Computin network
CPU/number PoweP/MIPgS Memory/GB bandwidth
1 200 1 100
2 200 2 100
4 200 3.75 200
8 200 75 400

Vol. 9, No.11 (2016)

Every type has 25 requests and stochastic arrived. The population size is 30. The
maximum iterations is 30.The learning factor is 0.5 and 0.5. The simulation compares the
greedy algorithm (GA), the traditional PSO algorithm, and multi-objective DPSO

algorithm (MDPSO). The simulation gets the results as Figure 2. \/
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Figure 2. The Specific UQ@ of.Di ent Resource by Three Algorithms

The results show tWDPSO@m makes the specific unbalance value

minimum.

The simulatio pares “‘%jt 20 PMs utilization, the unit is percentage. In the
Figures 3, 4, 5, d find DPSO not only guarantee the resource utilization,
but also in Ms balance. Thereby the effectiveness of the new method is
verified.
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Figure 3. The CPU Utilization of Three Algorithms
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Figure 4. The Memory Utilization of Three Algorithms
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Figure 5. The Network Ba@ of Three Algorithms

5. Conclusion

The paper propose ultl obje DPSO algorithm to solve the VM resource
allocation proble irstly discketize the particles value, and using a new particle
movement equatl dapt oud computing environment, and solve the multi-

objective p the pap choose the high utilization and load balance to be the
objects, an@ jects,a compatlble We utilize heuristic algorithm to find a Pareto
optimal sol to sol P-hard problem in the cloud environment. The simulation
experiments verify t% tiveness of the algorithm.

The research Is planned to be followed by the development of the cloud
datacenter res cheduler that supports the better efficient resource utilization for
dlfferent he future work we will focus on the implementation of the algorithm in
the real V|ronment and the energy-aware of the VM scheduling to reduce the cost
and i nt the green cloud computing.
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