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Abstract .

Rapid and timely monitoring of traumatic inflammation is conducive t y
ecC
b

diagnosis and treatment. It has been proved that electronic nose (E-nose) @ tive
y the

way to predict the bacterial class of wound infection by smelling the odor,p

metabolites, and the classification accuracy of E-nos &&jﬁuenc rongly by the
classifier. To improve the performance of E-nose in \ct g the bagt€rial class of
wound infection, an enhanced SVM with a nov, ed Gaussia® RBF kernel is

proposed in this paper, and the way of setting pa ers of anced SVM is also
given. Experimental results prove that the clagfica on accuracysof SVM with the novel
0,

weighted Gaussian RBF kernel is 95.24 ich is r than other considered
classifiers (PLS-DA, RBFNN, SVM wit e Gaussia??s BF kernel and SVM with
traditional weighted Gaussian RBF k All 1 ake it clear that the enhanced
SVM proposed in this paper is an& clas 9& en E-nose is used to detect the

bacterial class of wound inﬂﬂ@

*
Keywords: wound infection; ctror%@VM; weighted Gaussian RBF kernel

1. Introduction, QQ \
Electronic no ose) i %ert system which is composed of an array of gas

sensors anda=6Q rtificial intelligence technique. It is effective in dealing with
odor analys @ , and a@n introduced to many fields such as food engineering [3-5],
environmentdi*Control [

ood safety [8], disease diagnosis [9-12] and so on.

Wound is a big ic hazard in the world, and it takes long time for the traditional
bacteriological di IS to confirm infection and the treatment is often delayed. Rapid
and timely mofiitoring of traumatic inflammation is conducive to doctors’ diagnosis and
treatmentsBut it 1s difficult for doctor to distinguish clinical infection in the early stage.
infected by bacteria have a variety of special smell before the obvious
ppears, if this smell can be discriminate, then it will be conductive to rapid
ly diagnosis of wound infection.

%vious works [13-16] have confirmed that it's feasible for E-nose to detect bacteria
including investigation of bacterial volatile organic compounds (VOCs). So E-nose is
employed to detect the bacterial class of wound infection in our lab.

As a classifier, support vector machine (SVM) is good at distinguishing the nonlinear
data set, and it has been applied successfully in many fields [17-20]. But the performance
of SVM is influenced strongly by the kernel mapping function when it is used to solve the
practical problems. The mapping ability of classical kernel, such as Gaussian RBF kernel,
is not very ideal, and some key useful information may be lost during the mapping
process. It will cost much computing resource to construct a novel kernel with high
performance in mapping ability. Recently, it is popular to construct a good kernel from a
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series of kernels during which the weighted kernel method [21] is the most simple and
widely used way to produce a new kernel.

In this paper, a novel weighted Gaussian RBF kernel is proposed to improve the
classification ability of SVM. In the rest of this paper, we will firstly introduce the
material and odor sampling experiments in section 2, and in section 3, we will briefly
introduce the theory of SVM, then the detail information of weighted kernel Gaussian
RBF function and the setting way of its parameters will be provided; the classification
results will be shown and analyzed in section 4; finally we will draw the conclusion of
this paper in section 5.

2. Materials and Experiments

2.1. Sampling Preparation .

Three clinical common pathogens, P. aeruginosa, E. coli and S. aureus, are M
in this paper. These three species of bacteria used in our experiment are p Oa%kfrom
the Chinese National Institute for the Control of Pharmaceutical and Bio o@ ducts,
and the National Center for Medical Culture Collection All‘species c grow in
media at 37 °C with shaking at 150 rpm in a gyrator r 24 h. The
culture medium is ordinary broth medium and the=gtain“com OI’IWIdUde peptone,
NaCl, beef extract and glucose. After 3 succ gene s0f subculture, the
purchased bacteria become stable. Then they are™fioculated the test agar slant.
Dynamic head-space method is adopted d@g all ga pling experiments. The
head-space gas in each test slant containin etabolic cts of bacteria is imported

into the E-nose for the sampling. The det for at@)f the three bacteria is shown in
Table 1. %

Table 1. Pathogﬁ@ounﬁ Usction and Their Metabolites
LN

Pathogens ~ O\ Metabolites

Bgta Gmethy dis ‘de, Dimethyltrisulfide, Esters, Methyl ketones,
P. ISOK@ . Isopentegul, Isopentyl acetate, Pyruvate, Sulphur compounds,
aeruginosa T 1-Un e

anone,2-Un@ecanone
Acetal , Acetic acid, Aminoacetophenone, Butanediol, Decanol,

E. coli For id, Hydrogen sulfide, Indole, Lactic acid, Methanethiol, Methyl
i&, Octanol, Pentanols, Succinic acid, 1-Propanol
c

2-Aminoacetophenone, 2-Butanone, 2-Heptanone,

Dimet Ifide, Dimethyltrisulfide, Dodecanol, Ethanol, Formaldehyde,

etic acid, Aminoacetophenone, Ammonia, Ethanol, Formaldehyde,
S. aure obutanol, Isopentyl acetate, Isopentanol, Methyl ketones, Trimethylamine,

1-Undecene, 2,5-Dimethylpyrazine isoamylamine, 2-Methylamine

@-nose for Bacteria Detection and Measurement

uring the sampling experiments, the head-space gas of each bacteria is sampled by an
electronic nose (Airsense-model PEN 3, Airsense Analytics, Schwerin, Germany),
equipped with 10 different thermo-regulated (150~500 °C) sensors (S) made of metal
oxide semiconductors (MOS). The sensors which are positioned in a gas chamber (1.8 mL

of volume), are sensitive to different classes of chemical compounds, and the detail
information is shown in Table 2.
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Table 2. Response Characteristics of Sensors

No. Sensors Response

S1 W1C aromatic

S2 W5S broadrange

S3 W3C aromatic

S4 W6S hydrogen

S5 W5C arom-aliph

S6 W1S broad-methane

S7 Wiw sulphur-organic

S8 W2S broad-alcohol .

S9 W2W sulph-chlor \/

S10 W3S methane-aliph ®?~

The schematic diagram of experimental system is sh ’Figur . BEN 3 is just

used to sample the odor of different bacteria, and tlieNfgatdre éxtraciion and pattern

recognition is realized on a computer. The practic@ e syste% S paper is shown
in Figure 2. \

jas pipe OQ ’\6

Clear air |

e X e
N Q ata line
Fi@. Sche iagram of Experimental System

Figure 2. Practical E-Nose System
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Before the measurement starts, the system (gas pipe and sensor array chamber) is
cleaned by a cycle of 300 s, using filtered air (zero-air: air filtered on active carbon), to
ensure the absence of the residual odor molecules and to report sensors to the baseline.
The flow rate of the sampling gas is 300 mL/min, the sampling frequency is 1 Hz, and one
sampling experiment lasts 60 s. The response curves of 10 sensors on one culture medium
with E. coli are shown in Figure 3. One can find the obvious rise of each response curve
appears when the gas containing VOCs of E. coli begins to pass over the sensor array,
which is the result of cross sensitivity.

9 T T T T T

8-

7k

0?\/

Response value: V

vV

Figure 3. Response of E- No@n Oneﬁ@d Infected With E. Coli

The maximum value of eac ﬁ) ’S respons |II be extracted to build the feature
matrix of wound infection nd e this matrix as matrix X during which
there are 84 samples and the enS| ch sample is 10. A detail introduction is
available in Figure 4.

No-bacte Q\\Q 3@0&1 E. coli S. aureus

112® - Xi36 -"137 x160 -"161 x184

Xo1 \"l § Yoz 777 Moze Mezr 7T Moeo Mieer T X084 ey

Figure 4. Data Structure of the Feature Matrix

@ search the response of 10 sensors when they are used to sample the head-space
of different wound infection bacteria, the radar map is employed in this paper
(shown in Figure 5). It is clear that the radar map of the three bacteria are different from
each other, which indicates that PEN 3 can be used to detect the bacteria of wound
infection.
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Figure 5. Radar Map of the Three Bacteria ?y

3. SVM with a Novel Weighted Kernel Functl %

3.1. Overview of SVM Q
SVM has been known as an ideal technique fo S|f|cat|o Mopts structural risk

minimization principle to get the best gen ation ab%accordmg to the limited
sample information. The target of SVM j find an al separating hyper-plane

y=w-x+b forsamples. %\

For linearly separable two cla§ses¥data{!
which the label is +1 or -1, an t@imeqsignﬂis . Y; isthe label ofX;, and n is the
number of samples in traini ata se 5 shown in Figure 6, H is the optimal
hyper-plane which is fo by SV parate the samples from different classes.

Multi-class problemsQ chie&b nstructing a multiple SVM.
Q\\ \ 4

&
@) A
@ Negative class A

(Label: -1)

., Where X; is the sample of

Positive class
(Label: +1)

4

margin =

2
llwll
Figure 6. SVM Separation of Linearly Separable Two Classes’ Data

The problem of finding the optimal separating hyper-plane can be formalized as
follows:
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min%<w,w >+CY &,
i=1

s.b. <w,x; >+b>+1-& fory, =+1, )
<W,X; >+b<-1+¢& fory, =—
& >0,Vi

where & is called the slack variable, and C is the penalty factor. By using Lagrange
multiplier techniques, Eq. (1) can be changed to the following dual optimization problem:

n n n
max D a; - D> ¥y <X X >,
i=l

i1 ja
s.b.3 ey =0 =[0,C
iZZIZOCly| a [ ] V’

Using Lagrange multipliers, the optimal desired weight vector of the s%ant
hyper-plane is:

w= Zay,,. %

So the best discriminant hyper- plane can be der
f(x)= Za y, < x +
@ plane.

A 1S Ilq@can solve the linearly separable

(4)

where b is the bias of the dlscrlmmanr
The hyper-plane determined by

classification problem. The nonlm blenﬁ% e mapped to a new space by a
nonlinear transformation with h of th function. Suppose @(x)is a map
function, then the algorit dep n the data through dot products in
high-dimensional feature ace efme h a kernel function as follow:

function. Simil .(4)in r problem, there is also a discriminant function for

this nonlin em:
&x):iaiyik(xi,xﬂb. (6)
i=1

(), D(x;) > )
In Eqg. (5), @ro uct igh-dimension space can be expressed as a kernel

3.2. A Novel Weij Kernel Function
Support
Ne o= pa0+ - PR, )

S0 can be translated as:
X;) =< D(x;), D(x;) >
@ =<(pD,(x;) + (1= p)D, (X)), (PP, (X;) + 1~ P)P,(X;)) >
= pz <¢1(Xi)’¢1(xj) > +(1_ p)z < QZ(Xi)’QZ(Xj) > +2p(1_ p) < ¢’1(Xi)'(pz(xj) >.

= pzkl(xiixj)+(1_ p)zkz(Xi,Xj)+2p(1— p)kl,Z(Xi’Xj)
8

Gaussian RBF kernel is used as the base kernel in this paper, so kiand k» are in the
form as follows:
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2

x|
k(x;,X;) =exp (-1 Iy 9)
o

It has been proved K, ,(X;,X;)can be computed if & (x)can be formulated as
1
k/? (X,z) which is a function of z and belongs to space L,[22]. Using the definition of

inner products in space L, , kernel function can be defined as:
ki (X, %) =< D, (X;), Dy (X;) >
1 1 : (10)
EJ'klz (X, 2)k3 (x;,2)dz

Using the self-similarity property of Gaussian distributions, the square root of a
radial basis kernel is:

kZ(XZ) (— )“e (- G 0?711)

7ZU| U|
Then the mixture of two kernel matrix can be changeﬁ% @
12(X|1X ) J.kz(X“Z)kz(XJ,Z)dZ OQ V

\{
) %0(
20‘10'22)2 Q_

H A7 T gz , (12)

O'l +O'2 O'l
where o, and o, are Q@ scale f
For SVM, the parameters oOf ker ion WiII influence the data structure in the

se kernels in the proposed weighted kernel

high-dimension space. are thri%T
the three scale factors can be described as:

function, and the nquaarelatlon

This rel ip ca @ata from different scale to ensure more information of the
feature matrix can be c ered by SVM during the classification process. The weighted
coefficient will alsd’ itfluence the data structure in the high-dimension space. So these
parameters mus Imized by some optimization technique to ensure that each method
can achieve its Best*performance.

4, Res@gnd Discussion

@@ve will verify the effectiveness of SVM in predicting the bacterial class of wound
a

<o}, if 0,<0,. (13)

ion. Two other classifiers, partial least square discriminant analysis (PLS-DA) [23]

nd radial basis function neural network (RBFNN) [24] are also used to predict the class

label of wound data besides SVM. The feature matrix which is introduced in section 2.2 is

treated by the three classifiers. Leave-one-out (LOO) technique is used to train and test

the classifiers. The parameters of all three classifiers are optimized by QPSO [25] to make

sure that all classifiers reach their best working state, and the classification results are
shown in Table 3.
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Table 3. Classification Accuracy of RBFNN and SVM

Classifiers Classification accuracy Classification accuracy
of train data set (%) of test data set (%)
PLS-DA 81.14 75
RBFNN 100 88.10
SVM (single Gaussian 100 91.67
RBF kernel)

We can find from Table 3 that the classification accuracy of PLS-DA is worse than
RBFNN and SVM, and the performance of SVM with single Gaussian RBF kernel is the
best during all three classifiers. This result proves the effectiveness of SVM in predicting
the bacterial class of wound infection. Then we use SVM with different kernel to deal

with the data set of wound infection, and the results are shown in Table 4. \/0
Table 4. Classification Accuracy of SVM with Different Kernelfur%ns
Cla55|f|cat|0n assifisation
Classifiers accuracy of train da accur@est data set
(%) %)
SVM (single RBF kernel) \/ 91.67
SVM (traditional weighted \ 92.86
Gaussian RBF kernel) Q
SVM (proposed weighted O 100 95.24
Gaussian RBF kernel)

k(Xi, ;) = pky (%, ;) + (1

It is clear that the best is by the proposed SVM during all three
different SVM techniqu his res es that the novel weighted kernel can map
more information of matrixyto high-dimension space, and this improves the
performance of th sed i\@%lassification of wound infection bacteria.

5. Concl,
When SVM'is em

performance is |nf

Note: the equation ofgj welght %ﬁus&an RBF kernel function is
It

Iby E-nose to predict the bacterial class of wound infection, its
d by the kernel function. An enhanced SVM with a novel
kernel is proposed in this paper. This weighted kernel can map
more useful i ation of the feature matrix to the high-dimension space. The

FNN, SVM with single Gaussian RBF kernel and SVM with traditional
aussian RBF kernel. Above all, the proposed SVM is an ideal classifier in
fection detection based on E-nose.
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