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Abstract 

In today’s world, the web has dramatically changed the way that people express their 

opinions. People use the internet to express their opinion, attitude, feeling and emotion 

about films, goods, news etc. It is challenging to automatically classify mass subjectivity 

comments into different sentiment orientation categories (e.g. positive/negative). 

Furthermore, the ambiguity and randomness, which are existed in natural language, lead 

to lower classification accuracy in text sentiment classification. In this paper, we propose 

a novel chinese text sentiment classification algorithm based on mixed cloud vector model 

clustering and kernel fisher discriminant. In this algorithm, we firstly analysis the role of 

cloud model theory in conversion between qualitative concept and quantitative values, 

and explore a mixed feature cloud model (MFCM) based on cloud model to represent a 

single document. In MFCM, both effect of different part-of- speech features and 

ambiguity of sentiment tendency are considered. And then, documents are clustered 

according to their similarity between MFCM. Finally, kernel fisher discriminant (KFD) is 

adopted as the classifier to judge views. The experimental results demonstrate that our 

proposed method outperforms traditional approaches. 
 

Keyword:  Text sentiment classification; cloud model; kernel fisher discriminant; 

support vector machine 
 

1. Introduction 

In today’s world, text is still the dominant means of communication on the internet 

despite the rising popularity of other media such as speech, video, and images. People 

continue to use text as a means to express their opinions, emotions and thoughts via blogs, 

emails, and comments to articles. With the rapid development of web technology, the 

comments in blog, microblogging, forums and shopping sites continue to grow 

increasingly. How to exact sentiment information from mass web data and determine 

sentiment views (e.g. positive/negative) become the research hotspots. Text sentiment 

classification is an important branch of text sentiment analysis. It is process of exploring 

user comments on the web to judge the overall opinion or feeling in reviews [1-3]. Firstly, 

sentiment keywords about related information are selected, and then views are determined 

according to these keywords. Therefore, the information selection and views decision is 

the key problems in sentiment classification. 

Vector space model (VSM) was proposed by G Salton [4] to present a set of documents 

as feature vectors in a common vector space. In VSM, a document is conceptually 

represented by a vector of keywords extracted from the document. These keywords are 

related to weights which represent the importance of the keywords in the document. The 

weight of a keyword in a document vector can be determined in many ways, such as 

Boolean value, term frequency (TF) and inverse document frequency (IDF)[5,6]. The 

proposal of VSM makes various machine learning methods apply in sentiment 

classification easily [7,8,9]. Support vector machine (SVM) having excellent 
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classification performance is applied in sentiment classification widely. Jun LI [10] 

adopted SVM, Naïve Bayes (NB), Maximum Entropy (ME) and artificial neural networks 

(ANN) as sentiment classifiers in Chinese reviews from website. Experimental evaluation 

showed that machine learning method had better performance, especially SVM. Khin 

Phyu [11] combined ontology based on Formal Concept Analysis (FCA) design to SVM 

for classifying the software reviews are positive, negative or neutral. ZHU Jian [12] used 

individual model (i-model) based on artificial neural networks (ANN) to determine 

sentiment views. Experimental results showed that the accuracy of individual model is 

higher than that of support vector machines and hidden Markov model (HMM) classifiers 

on movie review corpus. Rudy Prabowo [13] combined rule-based classification, 

supervised learning and machine learning into a new combined method. The ideal 

experiment results were achieved on movie reviews, product reviews and MySpace 

comments. Rodrigo Moraes [14] carried out a detailed analysis and comparison of SVM 

and ANN in document-level text classification. 

However, the original vectors have amazing dimensions in vector space model. This 

problem leads to a challenge in processing of text mining [15]. We look for useful subset 

of low-dimensional vectors to improve the accuracy and speed of machine learning 

significantly. At present, evaluation function is adopt as the common feature select 

method, such as information gain (IG), expected cross entropy, mutual information (MI) 

etc[16]. Suge Wang [17] proposed a feature selection method based on improved fisher’s 

discriminant ratio for sentiment classification. The experimental results verified the 

effectiveness of the proposed method. Zhi-Hong Deng [18] proposed a supervised term 

weighting scheme that considered importance of a term in a document and importance of 

a term for expressing sentiment respectively, to improve the performance of sentiment 

analysis.  

Simultaneously, the vagueness and randomness of text will affect the judgment of text 

view [19]. For example, the human description of color, sound, smell, humidity, as well 

as the words “occasionally”, “probably” etc. have vagueness and randomness. How to 

convert qualitative concept and quantitative values is the challenge in natural language 

processing. Li Deyi[20-23]proposed a novel cloud model for this conversion. Cloud 

model has been widely used in many fields to solve the vagueness and randomness in 

data. Qian Fu[24] used cloud model for reliability evaluation. The experimental results 

show that the reliability evaluation result is closer to the reality when using the cloud 

model that considering the uncertainty of the most typical sample. Ren-Long Zhang[25] 

proposed a novel fuzzy hybrid quantum artificial immune clustering algorithm based on 

cloud model(C-FHQAI) to solve the stochastic problem. Xiaojun Yang[26] proposed a 

new representation model based on cloud model for a word from interval-valued data to 

solve the interpersonal and intrapersonal uncertainties existed in the process of 

constructing the model of a word by collecting interval-valued data from a group of 

individuals. 

Scholars have done a lot of research work in feature selection and classification 

algorithms. In this study, we propose a cloud vector model clustering (CVMC) algorithm 

based on mixed part-of-speech features, and adopt kernel fisher discriminant (KFD) as 

classifier to judge the text views. Our major work is as follows. 

(1) Information Gain (IG) and Mutual Information (MI) are combined to features of 

different part-of-speech respectively to select low-dimensional and discriminant mixed 

features.  

(2) For the sake of resolving the problems of uncertainty, fuzziness and randomness 

existed in natural language, we establish cloud vector models based on mixed features to 

represent documents. 

(3) We design the clustering algorithm according to the similarity between cloud vector 

models. By doing so, the decrease of model numbers helps us to reduce the computational 

complexity of classification algorithm. 
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(4) We adopt KFD as classifier to decide the sentiment orientation categories (e.g. 

positive/negative). 

The remainder of the paper organized as follows: Section 2 provides a review of cloud 

model theory. Section 3 provides our proposed method detailed. Section 4 includes an 

experimental evaluation of the proposed clustering and classification method in 

comparison with existing common techniques. Finally, Section 5 outlines conclusions and 

future directions. 

 

2. Cloud Model Theory 

Cloud model (CM) is a conversion between qualitative concept and quantitative values, 

proposed by De-yi. Li [21]. Suppose U  as a quantity domain expressed with accurate 

numbers, and C is qualitative representation inU . If quantitative value x U  and x  is 

a random realization of the quality concept C , random value ( ) [0 ,1]x  which has stable 

tendency is the certainty degree of  x  to C : : [0 ,1], , ( )U x U x x     . Then the 

distribution of x in U  is called cloud and each x  is a cloud droplet. If U is 

n-dimensional space, it can be extended to n-dimensional cloud. 

The integrity of cloud concept can be represented by three numerical characteristics, 

namely E x  (expectation), E n  (entropy) and H e  (hyper entropy), denoted cloud 

vector ( , , )C E x E n H e . E x  indicates the expected distribution of cloud droplet in U . E n  

is used to depict the uncertainty of samples in the concept. H e  reflects the thickness and 

dispersion of cloud, used to measure the uncertainty of E n . Cloud models make it 

possible to get the distributing range of a qualitative concept. For example, how to judge 

the age of “young” is fuzzy. In [27], Dai Jin proposed a cloud model referred to “young” 

as showed in figure1. 
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Figure 1: The Cloud Model of “Young” 

Meanwhile, two cloud transformations, namely forward cloud transformation (FCT) 

and backward cloud transformation (BCT), are used to realize the bidirectional cognitive 

transformation between quantitative date and qualitative concept. FCT is used to 

implement the transformation from qualitative concept to quantitative date, and BCT 

realizes the transformation from quantitative date to qualitative concept. 

 

3. Sentiment Classification Based On CVMC and KFD 

In this paper, we design a novel document digital model and clustering algorithm by 

means of conversion role of BCT, and adopt KFD as classifier to make decision.  



International Journal of Hybrid Information Technology 

Vol.8, No.9 (2015) 

 

 

260   Copyright ⓒ 2015 SERSC 

 

3.1. Mixed-Feature Selection 

The part-of-speech feature of text gets wide application in sentiment analysis and 

opinion mining because of its excellent disambiguation in polysemous word. The basic 

part-of-speech includes Noun (N), Verb (V), adjective (A), adverb (D), pronouns (R), 

prepositions (P), idioms (I), idioms (L) and conjunctions (C) etc[28]. In this paper, 

Noun(N), Verb (V), adjective (A) and adverb (D) having stronger sentiment 

characteristics are selected due to considering the consuming computation of cloud vector 

model(CVM). We define the feature combination “N+D+A”, “D+A”, “A” 

as (1)f , ( 2 )f and (3 )f  respectively. Since these three features appeared in document is 

more, we utilize Information Gain (IG) and Mutual Information (MI) to select 

low-dimensional feature.   

 

3.1.1.  Mixed-Feature Based On IG 

IG is regularly employed as measure of term entropy according to the presence or 

absence of a term in a document. Suppose a term as t ， ( )IG t can be define as follows. 

( , ) ( , )
( ) ( ) ( | ) ( ( , ) lo g ( ) ( , ) lo g ( ))

( ) ( ) ( ) ( )d D

P d t P d t
IG t H D H D t P d t P d t

P d P t P d P t

        (1) 

where d is the category of document, D  represents the set of documents, ( )H D is 

system entropy. ( | )H D t  indicates system entropy under the conditions of choosing t . 

Clearly seen by the formula (1), ( )IG t  indicates that the contribution of t  for 

classification. In our research, we compute the information gain for Noun (N), Verb (V), 

adjective (A) and adverb (D) respectively, and select foremost q  terms having biggest 

information gain value as final features. So, the three mixed feature can be denoted 

as (1)
IG

f , (2 )
IG

f  and (3)
IG

f . 

 

3.1.2.  Mixed-Feature Based On MI 

Mutual information is a measure method of feature information on the basis of 

correlation between random variables. Suppose document category as d , the mutual 

information between   term t  and document category d  can be define as formula (2). 

( , )
( , ) lo g ( )

( ) ( )

P d t
M I d t

P d P t
                             (2) 

In formula (2), if term t  is unrelated to current document c , ( , ) 0M I d t  . We adopt the 

average mutual information ( ) ( ) ( , )
a v g

d D

M I t P d M I d t



   as MI measure threshold. Formula (2) 

also shows that MI is proportional to correlation of term and category. And the same as IG, we 

only compute the mutual information for Noun (N), Verb (V), adjective (A) and adverb (D) 

respectively, and choose the former features having largest MI values as final features. Three 

mixed feature can be denoted as (1)
M I

f , (2 )
M I

f  and (3)
M I

f . 

 

3.2. Cloud Vector Model Clustering (CVMC) 

 

3.2.1. Generation Of Cloud Vector Model 

Suppose m documents as  1 2
, , ,

m
D D D D , where ( 1, 2 , , )

i
D i m  indicates i th  

document in D  and 
1 2

{ , , , }
i i i in

d w w w  represents feature set of document
i

D , 
i j

w  is 
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j th  feature. If 
i j

w  is regarded as cloud droplet, we can compute E x , E n and H e  of 
i

D  

by BCT algorithm as follows. 

1

1
n

i ij

j

E d w
n 

                                  (3) 

1

1

2

n

i i j i

i

E n w E d
n





                                   (4) 

2 2

1

1
( )

1

n

i i j i

i

S w E d
n 

 

                               (5) 

2 2

i i i
H e S E n                                    (6) 

Obviously, the thi  document 
i

D  can be denoted as cloud vector ( , , )
i i i i

C E d E n H e . 

And then the document set is digitized into cloud vector model (CVM), denoted 

as  1 2
, , ,

m
D C C C . 

 

3.2.2. Clustering 

Inspired by the diversity measure in vector space model, we define the similarity 

between 
i

D  and 
j

D  as formula (7). 

c o s
i j

i j

C C

C C




                              (7) 

Where 
i

C  and 
j

C  indicate the cloud vectors of 
i

D  and 
j

D  respectively. However, 

document set is larger and has similar documents, these lead to consuming computation of 

classifier. For the sake of solving these problems, we proposed a novel clustering 

algorithm as follows based on similarity of document CVMs.  

 

Table 1: CVMC Algorithm 

Step1: Set the number of categories as K ，assign K  cloud vectors to 

initialize the cluster center randomly. 0
s

R  ( 1, ,s K ) is used to record the 

number of clustered documents in current category s ; 

Step2: Compute similarity between cloud vectors 
i

C ( 1, ,i N ) and 

cluster center cloud vector 
s

C ( 1, ,s K ) by formula (7); 

Step3: Select cloud vector ( , , )
i i i i

C E d E n H e having the smallest 

similarity, and merge it into current category s whose cluster center cloud 

vector is ( , , )
s s s s

C E d E n H e , 1
s s

R R  ，compute the new cluster center 

( , , )
sn sn sn sn

C E d E n H e  as following formulas: 

i i s s

sn

i s

E d E n E d E n
E d

E n E n





  

sn i s
E n E n E n    

i i s s

sn

i s

H e E n H e E n
H e

E n E n





  

Step4: Repeat step2 and step3 until the cluster center cloud vector changes 

no longer. 
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3.3. Classifier Based On KFD 

Kernel fisher discriminant (KFD) [29] is an extension of Fisher linear discriminant 

(FLD). Its basic idea can be described that input space is mapped into some feature space 

(usually nonlinear space) H using a nonlinear function column vector ( ) g , consequently 

FLD seeks a direction, which can maximize the ratio of the inter-class scatter matrix of 

the projected samples to the intra-class scatter matrix of the projected samples so as to 

separate the objects from different classes as much as possible in the feature space H . 

Figure 2 shows the schematic diagram of FLD and KFD. 
Sample Set 1

Sample Set 2

      

 
a) FLD                                     b)KFD 

Figure 2: The Schematic Diagram Of FLD And KFD 

KFD use all the training samples rather than some special samples such as support 

vector, so KFD is superior to SVM in some aspects. However, with the increase of 

number of samples, the computational complexity of KFD will be become larger. In this 

paper, the number and dimension of features are reduced entirely by the proposed mixed 

feature select method and cloud vector model clustering algorithm. The problem of high 

computational existed in KFD is solved precisely. 

We suppose that there are K cluster center cloud vectors 

( , , ) , 1, 2 , ,
s s s s

C E d E n H e s K   which are got from CVMC.  1 2
, , ,

s
C C C C , 

1 1
{R K cloud vectors of positive view } and

2
{R 

2
K  vectors of negative 

view }
1 2

K K K  . 

In the space H , the corresponding object function is defined as: 

( )

T

b

T

w

w S w
J w

w S w




                                  (11) 

where 

1 2 1 2
( ) ( )

T

b
S    

    
                    (12) 

2

1

( ( ) ) ( ( ) )
T

w i i
i C

S C C

C

 
  



     



                (13) 
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are the inter-class and intra-class scatter matrices 

respectively.
1

1
( )

i

i j
j

i

K

C
K






  1, 2i  is mean vector of input cluster center vector C  and 

w  is projection direction. 

  According to kernel trick [30] and generalized rayleigh entropy, we could maximize 

equation (11) to find the optimal projection direction w   of a testing sample ( )C in 

feature space H . It can be computed by
1

( ) ( , )

K

i i

i

w C a K C C



   . By using a linear support 

vector machine (SVM) to determine an optimal threshold, the discriminant decision 

function is obtained as following: 

1

( ) sg n [ ( ) ] sg n [ ( , ) ]
R

T

i i
i

f x w C b a K C C b


              (14) 

When KFD classifier is used for final decision, each cloud vector possesses an optimal 

projection direction. In the optimal projection direction, positive cloud vector will be 

distinguished from negative vector completely.  

 

4. Experiments 

In order to examine the effect of our proposed mixed feature select method, CVMC 

and KFD classifier, we use chinese reviews collected by Dr. Tan [31]. In this corpus, 

there are three kinds of reviews about hotel, computer and book. The positive/ negative of 

each kind have 2000 views. In our experiment we select 1200 hotel views both positive 

and negative randomly to train the cloud vector model, and the rest is used to test. We 

utilize ICTCLAS chinese analysis system to preprocess the views, and don’t consider the 

affect of punctuation and auxiliary word. The sample information is showed as Table 2. 

Table 2: Experimental Example Information 

corpus Training Testing 

Hotel 

views 

positiv

e 

1200 800 

negativ

e 

1200 800 

Experiment 1：Performance comparison of different Part-of-speech combination 

In this experiment, we test performance of classifier such as KFD, SVM and Naïve 

Bayes (NB) based on features of different part-of-speech combination. The results are 

showed as table3. The evaluation index is correct classification number (CCN), 

classification accuracy (CA) and Time consuming (TC).  The number of testing views is 

1600. 

Table 3: Performance Comparison Of Different Part-Of-Speech Combination 

Part-of-spee

ch combination 

D

imen

sions 

KFD SVM NB 

C

CN 

C

A 

(%) 

T

C  

C

CN 

C

A 

(%) 

T

C 

C

CN 

C

A 

(%) 

T

C 

(1)f (N+D+

A) 

8

137 

13

72 

85.

75 

6.1

7s 

1

279 

79

.94 

5.

33s 

12

02 

75

.13 

5.8

2s 

( 2 )f  (D+A) 
1

329 

14

29 

89.

31 

4.2

1s 

1

324 

82

.75 

3.

92s 

12

92 

80

.75 

4.3

7s 

(3)f  (A) 
8

24 

12

45 

77.

81 

3.2

9s 

1

126 

70

.38 

3.

03s 

10

97 

68

.56 

3.4

9s 
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Table 3 shows that:  

(1) “D+A” shows best performance in classification algorithms. Though its dimension 

is far less than “N+D+A”, it is superior to “N+D+A” in classification. The classification 

accuracy of “D+A” is 89.31% in KFD classifier. However, fewer features are existed in 

adjectives, and different combination of adjective and other part-of- speech has different 

sentiment tendency. So, “A” has lower classification accuracy. 

(2) KFD has most excellent performance both in three different part-of- speech 

combination. In “N+D+A”, its CA is higher than SVM the nearly 6 percentage points, and 

higher than NB 10.62%. In “D+A”, its classification accuracy is 89.31%, higher than 

SVM 6.56% and higher than NB 8.56%. In “D+A”, it also has optimal classification 

accuracy. However, the time consuming of KFD is largest. In “N+D+A”, its time 

consuming is even to 6.17s. 

Experiment 2：Performance comparison of mixed feature 

In experiment 1 we test four classifiers, KFD has optimal performance. However, KFD 

has disadvantage of high computational complexity. In this paper, we adopt IG and MI as 

feature selection method to select more discriminant and low-dimensional mixed features. 

We adopt three kinds of classical evaluation measures generally used in text 

classification, Precision , Recall and F_value to evaluate the effectiveness of mixed 

feature combinations. By PP (PN), RP (RN) and FP (FN) we denote Precision, Recall and 

F_value of positive (negative) subjectivity views respectively. The experiment results are 

shown as table 4 and Figs. 3-5. 

Table 4: Performance Comparison Of Mixed Feature 

Dimen

sionali

ty 

Mixed 

feature 

PP

(%) 

RP

(%) 

FP

(%) 

PN

(%) 

RN

(%) 

FN

(%) 

Accurac

y(%) 

4193 

(1)
IG

f  
80.

20 

77.

55 

78.

85 

76.

54 

79.

28 

77.

89 
78.38 

(1)
M I

f  
77.

44 

81.

79 

79.

56 

79.

91 

75.

24 

77.

51 
78.58 

1006 

(2 )
IG

f  
89.

56 

87.

20 

88.

37 

87.

17 

89.

53 

88.

34 
88.35 

(2 )
M I

f  
86.

82 

87.

27 

87.

05 

86.

43 

85.

95 

86.

19 
86.63 

611 

(3)
IG

f  
75.

45 

69.

65 

72.

44 

68.

40 

74.

35 

71.

25 
71.86 

(3)
M I

f  
66.

25 

64.

01 

65.

11 

60.

36 

62.

69 

61.

50 
63.39 

 

 

Figure 3.The Curve Of Precision And Accuracy Of Mixed Feature Selection 
Methods 
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Figure 4: The Curve Of Recall And Accuracy Of Mixed Feature Selection 
Methods 

 

Figure 5: The Curve Of F_Value And Accuracy Of Mixed Feature Selection 
Methods 

From Table 3, Figures 2–4, we can see that IG is superior to MI in three kinds of 

speech features. This is mainly due to the lack of consideration of terms in different 

documents in MI. And results also verify that the part-of-speech combination “A+D” is 

efficient compared to “A” and “A+N+D”. In summary, feature selection method and 

speech feature have a crucial role in text sentiment classification. 

Experiment 3：Analysis and comparison on CVMC  

In this experiment, we mainly focus on testing the performance of CVMC using 

features based on (2 )
IG

f  and adopting KFD as classifier. The experiment results are 

shown as table 5 and Fig 4.  

Table 5: Performance Comparison of CVMC 

Number of 

clusters（ K ） 

Correctly classified 

documents 

Accurac

y（%） 

2000 1413 88.31 

1800 1432 89.50 

1500 1476 92.25 

1200 1322 82.63 

1000 1209 75.56 

800 1008 63.00 

500 873 54.56 
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From table 5 and Figure 6, we can easily see that the accuracy is highest when the 

number of clusters is 1500. With the decrease of cluster numbers, the training features are 

reduced. By doing this, the classification accuracy of KFD is affected. The number of 

training views is reduced to 1500 by CVMC, which is 2400 originally. The reduction ratio 

is 37.5%. So, CVMC can saves storage space effectively, reduces the computational 

complexity of KFD and improves classification accuracy.  

 

 

Figure 6: Curve of CVMC 

5. Conclusions 

Feature selection and classifier design are the key issues in text sentiment 

classification. However, the mass features, fuzziness and randomness in text lead to 

inefficient classification accuracy and high computational complexity. In this paper, we 

propose a novel cloud vector model clustering method based on mixed part-of-speech 

feature combination, and adopt kernel fisher discriminant as classifier. We use IG and MI 

to generate mixed part-of-speech feature combination, at the same time the dimensions of 

features are reduced. And then we construct cloud vector models of documents based on 

reduced mixed part-of-speech feature vectors. Using the similarity between cloud vector 

models, we cluster the models. Through the above process, the numbers of documents and 

dimensions of features are reduced entirely. It solves the problems of slow training in 

large-scale data existed in KFD. In order to validate the validity of the proposed method, 

we design three experiments to test performance comprehensively. The results of 

experiment 1 show that “D+A” has more sentiment tendency, and KFD has excellent 

classification performance. In experiment 2, we can conclude that IG is superior to MI in 

mixed feature selection. And in clustering method experiment, the results show that the 

accuracy achieves 92.25% when the number of clusters is 1500.  
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