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Abstract 

Many machine learning methods have been applied on the biomedical named entity 

recognition and achieve good results on GENIA corpus. However most of those methods 

reply on the feature engineering which is labor-intensive. In this paper，huge potential 

feature information represented as word vectors are generated by neutral networks based 

on unlabeled biomedical text files. We propose a Biomedical Named Entity Recognition 

(Bio-NER) method based on deep neural network architecture which has multiple layers 

and each layer abstracts features based upon the features generated by lower layers. Our 

system achieved F-score 71.01% on GENIA regular test corpus , F-score values for 5-fold 

cross-validation is 71.01% and this result is closed to the state-of-the-art performance 

with only POS (Part-of-speech) feature and represents the deep learning can effectively 

performed on biomedical NER. 
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1. Introduction 

In the biomedical field, Gigabyte even Terabyte level data has been produced each day. 

Such huge data drives the development of the biomedical area research in so many ways. 

However, the ability of biomedical researchers to analyze, and apply biomedical Big Data 

is often limited. Relevant software and tools for biomedical information processing could 

enhance the use of those huge Data. Biomedical NER is a crucial initial step for biomedical 

information processing. And it is fundamental technology for identifying entities and their 

interactions. But the biomedical NER is more difficult than general NER because of the 

complex situations such as irregular expression, hardly distinguished boundaries and daily 

changing group members. The difficulty and potential importance of this task attract many 

researchers [1-5]. 

Many supervised learning techniques have been used to address biomedical NER 

problem, such as HMM (Hidden Markov Models)[6], MEMMs (Maximum Entropy 

Markov Models) [7, 8], SVM (Support Vector Machines)[9, 10], and CRF (Conditional 

Random Field) [11-13]. CRF is applied to address entity recognition in biomedical by 

Settles [9]. The method achieves an F-score of 69.9% on GENIA corpus with only several 

kinds of features. The HMM is carried on the GENIA corpus and achieves a precision of 

66.5% and a recall of 66.6% [9]. SVM is applied by Ki-Joong Lee to present a two-phase 

named entity recognizer on the GENIA corpus and get an F-score of 74.8% for the 

boundary identification and an F-Score of 66.7% for the semantic classification [10]. 

Skip-chain conditional random fields (CRFs) model has been applied on this task by 

considering long-range dependencies. This approach achieves F-score of 73.2% on GENIA 
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corpus[14]. Li presents a two phases Bio-NER model on GENIA corpus. They divided the 

task into two steps: named entity detection(NED) and named entity classification 

(NEC)[15]. The first step is to distinguish non named-entities (NNEs) but not identifying 

their types. Six classifiers are constructed in this phrase. In the NEC phrase, the multi agent 

strategy is used and they achieve an F-score of 76.06 %. However the previous methods are 

either based on specific hand-crafted feature templates or a stacking method integrated with 

different training methods. The building of feature templates is completely empirical 

processes and requires many trial works.  

Motivated by the works of Collobert [16] , we construct a neural network model for 

biomedical named entity recognition task. Our works present that the deep learning can 

effectively be performed on biomedical NER. Our architecture achieved close to 

state-of-the-art performance on GENIA corpus which is a popular standard corpus has been 

adopted by many research groups as assessment. 

This article is organized as follows. Section 2 describes the proposed architecture based 

on deep Neutral Network. In Section 3, we present our performance followed by our 

analysis. Conclusions are made in Section 4. 

 

2. Architecture 

Our method is based on a CNN (convolutional neural network), which has been 

successful adopted in some NLP (Natural Language Processing) tasks [17-19]. The 

versatile convolutional neural network architectures were proposed by Bengio [17] for 

probabilistic language model. Since then NNs were reintroduced later for multiple NLP 

tasks. We choose it for Bio-NER task. The neural network architecture is shown in Figure1. 

Many traditional tagging approaches need to choose different features depending on 

different tasks regarding a lot of prior and professional knowledge. The feature engineering 

is important but manual and labor-intensive. Compared with other over-engineering 

system, the deep learning approach reduces dependency on linguistic ingenuity. Figure 1 

describes the word beta which is in the right middle of sliding window is evaluated at 

moment t. The input for our neural network model is the words within the sliding windows 

represented as real-valued vectors. After transformation of linear layers and sigmoid layer, 

the node score for each label of word beta are generated. As shown in the last procedure of 

Figure1, finally a score lattice for a sentence is output. The nodes of each column indicate 

the label scores at particular time. The labels transition scores are listed on the edge. Viterbi 

algorithm is applied to obtain the optimal label sequence. 

 

2.1. Extracting Word Feature Vectors 

The input length of CNN is fixed and need to be adapted to text data. As shown in 

Figure 1, first, a word dictionary W will be constructed using huge raw data from 

biomedical papers. Each word in the dictionary is represented by a fixed-dimension 

vector. The words are transformed into the vectors for the CNN input. The vectors 

represent the features carrying sentence information and semantic similarities among 

words. The vector representations of words are stored in the matrix 
DM  ||W

, where 

D is vector dimensionality to represent a word, and | |W |is the size of vocabulary. 

Usually we consider the vocabulary of words as finite. The resulting word vector file also 

can be used as features in other biomedical information processing and machine learning 

applications. Parameters M are initialized randomly and trained on a large amount of 

unlabeled biomedical text paper files with general neural network.  
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Figure 1. The Neural Network Architecture 

Generally, the real-valued vector representation M can be obtained by two ways. One 

is initializing the vector for each word i with zero in all positions but 1 for the Mi position, 

and automatically optimize them as parameters during the training phase of the network 

[18]. The second way is to view word representation as a part of training a neural network 

language model [20-23]. In this paper, we optimize them on specific Bio-NER task. In 

this paper, we adopt the second one. Compared with different language models [23-26], 

we choose the skip-gram neural network language model which is not the fastest one but 

more suitable for rare words training, since there are many rare words only appear in 

biomedical literatures. 

Also, if features other than words might be contributed to the task, they can be added 

as some dimension of word vectors. For example, a feature can be used to indicate if a 

word is a temporal word or it is capital. In our works, to verify the affection of deep NN 
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on Bio-NER, there is only one feature been concerned. We will describe it later. 

 

2.2. Extracting Sentence Level Features 

For biomedical NER task, each word in sentences should be given a proper label to 

indicate if it is a biomedical NER or not. The sentences will be the system’s inputs. The 

outputs are proper label sequences for each sentence. Since the length of sentences is 

variable, but input of NN is fixed, we choose sliding window approach like many other 

machine-learning problems. The window size is k which is decided at the beginning and 

system may have the different precision because of it. Using sliding window approach, 

the dependency information among the label of each word and its neighboring words is 

concerned. Therefore its neighbors in the window will pass together through the layer. 

When the word at position p is studied, it and its neighbors of positions in the range of 

   ( 1) / 2 , ( 1) / 2p k p k       will be passed into the Mapping layer. As we 

mentioned earlier, each word was translated into a D-dimensional vector through this 

layer. Therefore the input size of the linear layer 1 is fixed as D k . 

 

2.3. Label Criterion 

A deep neural network can be represented as architecture with several layers. Each 

layer abstracts features base on the features generated by lower layers. Dependent on the 

design, each layer can be either linear function or other transformation. A function  .f
describing the three layers in our architecture can be denoted as follows:  

 2 1 1 2( ) (M )f x M g x b b      (2.1) 

where the matrices
1 H DKM  ,

1 1 Hb  ,
2 | |L HM  ,

2 1 | |Lb  , (.)g is sigmoid 

function. H is the number of hidden unit and can be tuned for better performance
 

L  is 

the size of all possible label tags set. 
Using stochastic gradient ascent, over a training set T, the v-dimensional parameter 

matrix 1 2 , v
( , ,..., )    is trained by maximizing the likelihood: 

 
( , )

l og ( | , )



x y T

p y x   (2.2) 

This task is multi-class classification problem.  , ,f x l  is used to denote the score for 

each lth label in the given example x which corresponds to a training word window.

 , ,f x l  can be interpreted as conditional probability  | x,p l  . By applying the 

softmax regression operation,  | x,p l   should be described as: 

 
( , , )

( , , )
( | , )

f x l

f x j

j

e
p l x

e




 


  (2.3) 

Defining the log-add operation as 

 log log iz

i
i i

add z e
 

  
 
   (2.4) 

 

Therefore, the log-likelihood for one training example ( , )x y  can be expressed as: 

  log | , ( , , ) logadd ( , j, )
j

p y x f x y f x      (2.5) 

 [1:T], , ,xf l t θ  is defined as the output score for the sentence [ :T ]x 1  and for the 

tag l at the time t by the system with parameters . 
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As one of sequence labeling task, the Bio-NER needs to concern the score of each label 

path. There are dependencies among those tags in the same sentence. For example, left 

boundary words of Entity category A cannot be followed by a different category B’s 

inside words. Therefore to interpret the output we shall consider not only each word in 

sentence but also the dependencies between labels. To label each word in the sentence   

is quite like searching a path with maximum score path in the graph. The score of along 

the path in a sentence is the sum of two parts. One is the node scores mentioned early, the 

other is the transition scores Alj
 which is denote the probability transforms from label l to 

j. All parameter including Alj
 and   are denoted as  ̃. 

For a sentence       , the score for a path with labels
[1:T]

l is denoted as follows: 

     
[ 1] [ ]

[1: ] [1:T] [1:T] [ ]

1

, , , , ,
t t

T

T tl l
t

S x l θ A x l t θf




    (2.6) 

Do the similar operations as early. Taking it to exponential makes it positive and 

respecting it with all the paths to normalize. Therefore the log conditional probability of 

taking the real labeled path [1: ]T
y is interpreted as follows:  

      
[1: ]

[1: ] [1: ] [1: ] [1: ] [1: ] [1: ]log | , , log , ,
T

T T T T T T
l

p y x θ S x y ,θ add S x l θ


    (2.7) 

During the training procedure, all the parametersθ are trained over all the training 

examples [1: ] [1: ]( , )T Tx y  to maximize the  [1: ] [1: ]

(x,y T)

log | ,T Tp y x θ


 . Later in the inference 

procedure the Viterbi algorithm is chosen to find  
[1: ]

[1: ] [1: ]arg max , ,
T

T T
l

S x l θ . 

 

2.4. Stochastic Gradient 

Gradient descent algorithms are the simplest optimization algorithms for minimizing a 

formula, but considering the huge cost of computation, we choose an optimizing method, 

stochastic gradient descent[27]. In each iteration step, an example  x,y  is drawn at 

random, and a new value of is computed.  

  log | ,p y x        (2.8) 

log ( | , )p y x   denotes the gradient of  [1:T] [1:T]log | ,p y x  with respect to and the 

chosen learning rate is a small positive constant. 

 

3. Experiments 
 

3.1. Task Description 

Bio-DNA task is to recognize the entities ranging from protein/gene names to 

disease/virus names and label them with particular labels in plain biomedical text. Shown 

in the Figure 2, every word in a sentence is regarded as a token which is associated with a 

label. Labels such as B-C, I-C or O indicate not only the category of the Named Entity 

(NE) but also the location of the token within the Named Entity. In the label denotation, C 

is the category labels; B and I are location labels, standing for the beginning of an entity 

and inside of an entity respectively. There are 5 categories labels: protein, DNA, RNA, 

cell_type, cell_line. O indicates that a token is not part of a NE. In GENIA corpus, the test 

file is given as BIO notation. Totally 11 labels are included using BIO notation as shown 

in Figure 2. Each token in the biomedical text will be assigned with one of the 11 labels in 

the recognition results. 
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Ligand-dependent repression of the erythroid transcription factor GATA-1 by the estrogen receptor . 

              

O O O O B-protein I-protein I-protein B-protein O O B-protein I-protein O 

Figure 2. Example of Biomedical Named Entity Recognition 

3.2. Experiment Result and Analysis 

The word representation is trained using a skip-gram neural network language model 

with unlabeled training data. Unlabeled data are collected from the PUBMED database 

using tools biopython
1
 and ‘drug’, ‘interaction’, ‘protein’, ‘DNA’, ‘Cell type’ are chosen 

as keywords for searching. We download totally 339084 associated papers from pubmed 

database and 294993 papers have abstracts. Totally 431 MB text file is used as unlabeled 

data set. Word2vec
2
 tool is used for implement our skipgram language model. Totally 

205924 words with 600 dimension vectors are included in the dictionaryW . 

Except these features, we also consider the POS feature using part-of-speech tagger 

tools
3
 which is specifically designed for biomedical text since the characteristics of 

biomedical text are quite different from those of newspaper articles. 

In our experiment, GENIA corpus is applied. Precision, recall and F-score are selected 

as our evaluation measurement. The precision is the number of NEs a system correctly 

detected divided by the total number of NEs identified by the system. The recall is the 

number of NEs a system correctly detected divided by the total number of NEs contained 

in the input text. 2F score precision* Recall / (Precision Recall )   stands for 

the harmonic performance of a system.  

The precision, recall and F-score of our methods are presented in the Table X. Some 

categories like protein and RNA have much higher performance than others. The 

recognition of Protein category has highest F-score. This situation also happened in other 

system. Some researchers believed it is due to a lack of the train data. The amounts of 

each entity category in the training data are presented in the Table 1. 

However after comparing Table 1 and Figure 3, we found the amount of training data 

is not the main reason. The cell_type category has the small training data set but with the 

highest precision and second highest F-score. On the other hand, the DNA category has 

second largest of training data set. Figure 4 shows that there are 12% ‘B-DNA’ category 

words are wrongly labeled into ‘B-protein’ which is much more than other biomedical 

categories. 

Table 1. Performance of Major Entity Categories 

 

 

 

 
1 https://biopython.org/wiki/Main_Page 
2 https://code.google.com/p/word2vec/ 
3 http://www.nactem.ac.uk/tsujii/GENIA/tagger/ 

Category recall precision F-score 

protein 0.8062 0.6389 0.7129 

cell_line 0.6160 0.5008 0.5525 

DNA 0.6761 0.6427 0.6590 

cell_type 0.7356 0.7344 0.7350 

RNA 0.6102 0.6050 0.6076 

Overall 0.7610 0.6486 0.7003 

http://www.nactem.ac.uk/tsujii/GENIA/tagger/
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Figure 1. Training Data for Major Entity Categories 

After further researching on the training data, we found two main reasons. One is that 

the Biomedical Named Entities are usually composed of several nested named entities. 

For DNA and protein categories there are many overlapping nested named entities. For 

example, there are two training examples in the figure 5. Words ‘Epstein-Barr’, ‘viruses’, 

‘EBV’, ‘protein’, ‘cell’ and punctuations ‘(’, ‘)’ are embedded in both entities but they 

belong to two different categories. 

 

 

Figure 4. Distribution of Errors 

After analyzing the data we find that these words may appear at different position 

according different categories. For example the word ‘cells’ usually locates at the end of 

cell-type entities but in the middle of cell-line entities. Since the current BIO notation 

cannot present such information, to utilize this kind of information, the BMESO notation 

is applied in the middle steps of processing. 

 

NER1 Epstein-Barr virus ( EBV ) latent membrane protein 1 ( LMP-1 ) oncogene 

Labels1 B-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA I-DNA 

NER2 Epstein-Barr virus ( EBV ) nuclear antigen 2 ( EBNA-2 ) protein  

Labels2 B-protein I-protein I-protein I-protein I-protein I-protein I-protein I-protein O B-protein O O 

 

Figure 5. Examples of NERs and Labels 
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BMESO notation is quite like the BIO notation. However it can give more detail 

description of the each word position in the entities. B still indicates the beginning of an 

entity. E indicates the end of an entity. Words between the beginning word and end word 

will be noted with M. If the entity is single word will be marked with S. The experiments 

show that the BMESO can improve the performance. 

The second reason is lack of labeled training set and some entities in the test file do not 

appear in the training set. In the biomedical field, each day there are some new words 

been generated with some vanished at the same time. Therefore such case is restricted by 

the task itself and public data sets. 

Then we get the final results on GENIA test file and list them on the following Table 2. 

Table 2. Comparisons with some State-of-the-art Systems 

Teams recall    precision F-score 

Our result 76.13 66.54 71.01 

Sasaki et al.’s[28] 79.85 68.58 73.78 

Liao et al.’s[14] 73.6 72.8 73.2 

Sun et al. ‘s[29] 72.3 70.2 71.2 

ABNER[30] 72.0 69.1 70.5 

Saha et al.’s[31] 67.66 68.12 67.89 

 

Compared with other teams, our result is very close to the start-of-art results with the 

least amount feature template and without building lexicon. The dictionary-based 

approach is beneficial when the composition of lexicon is relative stable. However 

biomedical dictionary is changing every day. And design feature template is a 

labor-intensive work, and it will be different because of changing of tasks and corpora. 

The two type solutions have limit flexible. 

 

4. Conclusion 

We have presented a multiple-layer neural network and apply it on Biomedical NER 

task. We have achieved close to state of the art performance using the new model. The 

results reveal this neural network models without extra hand-crafted features bring great 

performance.  

In future work we will focus on other ways to further improve the performance of 

neural network. First, we realize the left boundary word is really important and can affect 

the recognition of whole entity which may include several words. Therefore once the first 

word is wrongly labeled, the following words will be incorrect also. The reverse 

recognition binding with forward recognition will be explored next. Second, statistical 

features may be integrated. 
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