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Abstract 

HEVC video coding standard can achieve an average of 50% bit-rate saving, 

transmitting nearly the same visual quality, compared with the H.264/AVC High Profile. 

This paper focuses on the key features of the HEVC standard. Then it analyzes the 

complexity of the HEVC standard by profiling the HEVC reference software HM12.0 

which is released by JCT-VC community with Intel Core i7 processor. The experiment 

covers different settings for a wide variety of video sequences, with the resolutions 

ranging from 240p to 1600p. The evaluation result shows that the HEVC standard can 

achieve a doubling in coding efficiency at the cost of increasing the complexity slightly. 

When the sequences are coded in all-intra or random-access configurations, intra 

prediction, loop filter, inverse transform and motion compensation are the most complex 

components for HEVC decoder. The motion compensation part should be given lots of 

consideration since it can take nearly half of the decoding time. The quantization 

parameter (QP) also has obvious influences on the complexity of the decoder. Besides, in 

practice, the HM decoder is not able to decode video content with 1080p or higher 

resolutions for real-time applications. 

 

Keywords: High efficiency video coding (HEVC), HEVC Test Model (HM), coding 

standard, H.264 

 

1. Introduction 

As the resolution of the video sequences grows higher and higher, it's necessary 

to provide more sophisticated video compression technologies with higher coding 

efficiency than the previous video coding standard. Therefore, the Joint 

Collaborative Team on Video Coding (JCT-VC) releases the HEVC video coding 

standard as a successor to the previous H.264/AVC standard. The first edition of the 

HEVC standard has been finalized, with an aligned text published by both ITU-T 

and ISO/IEC in April, 2013. The HEVC standard is able to get a doubling of the 

coding efficiency compared with the H.264/AVC High Profile, transmitting same or 

higher video quality with an average of 50% bit-rate saving [1]. 

This paper mainly focuses on the detailed analysis of the highlighted features of 

the HEVC video coding standard by profiling the HEVC reference software. Section 

II analyzes the new features of HEVC, with which the new standard is able to 

achieve the demanded bit-rate saving and complexity-reducing compared to the 

previous H.264/AVC video coding standard. The readers can refer to the first 

edition of the finalized HEVC standard [2] or an overview of HEVC standard [3] to 

get a better overview of the new standard. 

The rest parts of the paper cover mainly on the evaluation and profiling of the 

HEVC reference software (HM). The HM, with both the encoder and decoded 
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included, written in C++, released by JCT-VC community, serves as a reference 

implementation of the HEVC video coding standard.  The version of HM chosen by 

this paper is 12.0, since it corresponds to the first edition of the finalized 

specification. Section III illustrates the encoder and the decoder of the HEVC video 

coding standard, with both the architecture and a brief description of each 

component of the encoder or decoder provided. Section IV gives the detailed 

experimental results by evaluating the reference software by profiling the HM with 

different configurations. The experiment uses the sequences recommended by JCT-

VC, and the resolutions ranges 240p to 1600p. Configurations include all-intra (AI), 

random-access (RA), low-delay (LD), and different quantization parameters (QP) 

including 22, 27, 32 and 37 are used. Not only the experimental results, but a deep 

analysis is given in this section. At the end of this paper, Section V gives a brief 

conclusion of the paper. 

 

2. Key Features of the HEVC Standard 
 

2.1. More Flexible Block Partitioning and Bigger Blocks 

In video coding, a picture is usually divided into blocks to reduce the coding 

complexity. In H.264/AVC, a 16x16 block partition, called macro-block (MB), is 

used to serve as the basic unit when coding or decoding the original videos. 

However, due to the ever-increasing resolutions of the video, partitions with fixed 

size of small blocks usually can not get the demanded coding efficiency since 

partitions with fixed size of small blocks are not sufficient to capture the increased 

spatial correlation in higher resolution content [4-8]. In HEVC, a more flexible 

block partitioning and bigger blocks are introduced. In HEVC, the coding tree unit 

(CTU), instead of the Macro Block (MB), lies in the core of the video coding layer, 

serving as the basic unit when processing video contents with HEVC standard. The 

“unit” in HEVC encapsulates the block, which contains the arrays of content -

specified data, and the associated syntax structure [9]. The largest CTU can be up to 

64x64 pixels, and each CTU can be subdivided using a recursive quad-tree structure 

until the leaves are reached. The leaf of a CTU is called the coding unit (CU), which 

is the basic unit of the coding or decoding process. One CU consists of the 

corresponding coding blocks (CB), the associated syntax structures, the transform 

unit (TU) and the prediction unit (PU). Fig. 1 illustrates an example of the CTU 

partitioning and the corresponding quad tree structure. This bigger and more 

                
(a)                                                                           (b) 

Figure 1. Example Of CTU Partitioning When The Size Of CTU Is 

Equal To 64 X 46 And The Maximum Depth Of The Partition Is 4. (A) 

CTU Partitioning  (B) Corresponding Quadtree Structure 
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flexible quad-tree partitioning has three obvious advantages compared to the 

previous H.264/AVC standard. It’s proved that bigger block partitioning could 

increase coding efficiency significantly for video sequences with higher resolutions. 

It leaves more freedom for the encoder to choose the size and depth of the partition 

according to the different resolutions and type of the video content. For example, 

for a 1080p content, which may contain complex motion activities of small regions, 

a CTU size of 64 with maximum depth of 4 would be more preferable, while for a 

CIF (352x288 pixels) or a 1080p (1920x1080 pixels) content with less motion 

activities, a CTU size of 16 or 64 with maximum depth of 2 would be more suitable. 

With only CU provided as the basic unit, by removing the distinction between 

macro-block and sub-macro-block, the quad-tree structure can be specified and 

processed in a very simple way. 

 

2.2. Improved Mechanisms to Support Parallel Processing 

On one hand, the coding efficiency of HEVC has been increased; on the other 

hand, the complexity is increased. In HEVC, two special methods are used to 

support parallel processing to improve the throughput. 

1) Tile-based processing: In H.264/AVC standard, slices, which contain a collection 

of macro blocks, are used to support parallel processing. Each slice can be 

independently decoded, without using information from any other slices. 

However, lower coding efficiency and increased complexity are caused because 

of disabling the prediction across slice boundaries. In HEVC, except for the 

slices, tiles, which are a rectangular region of CTUs, are introduced to support 

parallel processing. Similar to slices, each tile can be independently decoded, 

without using information from any other tiles, and the complexity is lower than 

what's caused by slices. 

2) Wavefront parallel processing: To avoid disabling the prediction across slice or 

tile boundaries, HEVC introduced a new method called wavefront parallel 

process (WPP) to support parallel processing. In this method, the CTUs of a 

frame are arranged in different rows. The first row is processed normally, and the 

next row is processed when the first two CTUs of the previous row have been 

decoded. 

 

2.3. More Intra Prediction Modes for Intra Prediction 

In HEVC, intra-prediction operates differently according to the transform block 

(TB) size. The maximum transform block size allowed for HEVC is 32x32 pixels, 

instead of 16x16 pixels in H264/AVC standard. Thus, to get more accurate 

predictions when the size of the current transform block is bigger than 16 x 16 

pixels, HEVC use 33 different directional orientations for angular prediction. And 

for different transform blocks, the maximum number of intra-prediction modes 

available is different. In HEVC, along with the DC and planar mode, there are 35 

intra prediction modes, as illustrated in Fig. 2. 
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Figure 1. 35 Intra Prediction Modes In Hevc 

2.4. Improved Motion Information Encoding 

In H.264/AVC standard, the motion information is transmitted in two ways according 

to whether the skip mode is used or not. In the skip mode, no motion information is 

transmitted to the decoder, and the current block uses the motion information from the 

collocated block in the predefined reference picture. In non-skip mode, the difference of 

the predicted motion vector and the actual motion vector is transmitted to the decoder. 

The predicted motion vector is the median of three surrounding motion vectors. HEVC 

derives the motion information both spatially and temporally. In addition, HEVC 

introduces the merge mode. In merge mode, the decoder needs to create a candidate list, 

which contains the motion information from neighboring prediction unit (PU), either 

spatially or temporally, and then the decoder uses the element, specified by the index, 

transmitted by the encoder, as the motion information of the current prediction unit. In 

non-merge mode, the normal motion information, reference picture index and motion 

vector difference, are transmitted to the decoder. The decoder also needs to create a 

candidate list, which contains the motion information from neighboring blocks. The 

length of the candidate list is limited to two to reduce the complexity of the HEVC 

standard, especially for the encoder. 

 

2.5. Improved Non-Integer Pixel Interpolation 

As in H.264/AVC standard, HEVC supports motion vectors with units of one quarter 

of the distance between luma samples, and one eighth of the distance between chroma 

samples for 4:2:0 sampling. However, there are some improvements in both the precision 

of the interpolation and the complexity when implementing the interpolation process. In 

the interpolation process for luma samples, an 8-tap filter is used for half-sample 

positions, and a 7-tap filter is used for quarter-sample positions. Compared with the 6-tap 

filter used in H.264/AVC standard, the interpolation process in HEVC can get better 

precision because of longer filters. On the other hand, HEVC uses separable application 

of filters for half-sample and quarter-sample positions, while H.264/AVC applies a two-

stage interpolation process. Obviously, without the intermediate operations, the 

architecture of the interpolation process in HEVC can be simplified, with less complexity. 

 

2.6. Better Approximated Transform Coefficients 

To transform the residual coefficients, the HEVC standard applies a DCT-like integer 

transform, just as what's shown in the previous H.264/AVC standard. The transform is 

done according to the size of the transform block (TB), which ranges from 4 x 4 pixels to 
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32 x 32 pixels. The integer transforms used in HEVC are better approximations of the 

DCT than the transforms used in H.264/AVC. Besides, HEVC can use an alternative 4x4 

discrete sine transform(DST) for 4 x 4 transform blocks, because the DST basis 

functions start low and increase, compared with the DCT basis functions that start 

high and decrease [11]. Thus, the DST transform is supposed to be more suitable for 

blocks coded with some directional intra-prediction modes. 

 

2.7. Improved Entropy Coding 

In H.264/AVC standard, two entropy coding methods, CAVLC and CABAC are 

proposed. While in HEVC, only the CABAC entropy coding is used. The arithmetic 

coding engine of the CABAC remains the same as what's in H.264/AVC standard, but 

there is some optimization to reduce the memory usage and to improve the parallelization.  

First, great effort is made to reduce the number of contexts associated with the residual 

syntax when in context modeling stage. This reduction contributes to lower the amount of 

memory required by the entropy decoder and the cost of initialing the engine. Besides, 

parallel context processing is enabled, thus the decoder can derive multiple context 

indices in parallel, which improves the throughput of the entropy decoding process. Other 

detailed improvements of the entropy coding in HEVC can be found in Ref. [12]. 

 

2.8. Alternative Sao Filter 

HEVC introduces a new filter, which is called sample adaptive offset (SAO) filter, 

after the normal de-blocking filter in the loop-filter process. The SAO is a nonlinear filter, 

which allows additional refinement of the reconstructed samples, and it enhances the 

sample representation in both smooth areas and around edges. It modifies the decoded 

samples by conditionally adding an offset value to each sample after the application of the 

de-blocking filter, based on values in look-up tables transmitted by the encoder. As an 

additional stage with respect to the loop-filter in H.264/AVC, increased complexity is 

introduced by SAO in the HEVC standard. 

 

3. Analysis of HEVC Architecture 
 

3.1. HEVC Encoder 

Similar to the encoder of H.264/AVC, the HEVC encoder contains lots of different 

coding components. The encoder reads the raw video sequence, and then encodes it into 

all kinds of syntax elements encapsulated in the final bit-stream. A general architecture of 

the HEVC encoder could be illustrated with Figure 3. 

 

 

Figure 1. General Architecture Of  The HEVC Encoder 
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As can be shown, in the HEVC encoder, the video sequence is encoded as the 

following syntax elements, the coefficients of the residual block (Tcoeff), the intra 

prediction info (IP mode), the motion information (Mvd, Idx, mode information), filter 

control information (filter info) and some associated control signals. The rest of this part 

gives a brief introduction of each component of the encoder. 

Motion estimation (ME): This part aims to find the best prediction if inter 

prediction is selected. Unlike the H.264/AVC encoder, HEVC encoder searches the 

best prediction not only from the spatial neighbors, but also from the temporal 

neighbors. The output of this stage is the motion information, including the 

difference of the motion vector (Mvd), the index of the reference picture (Idx), and 

the inter mode information. In a normal encoding process, this part is usually an 

extremely time-consuming part, since large amount of computation is needed in this 

stage. 

Motion compensation (MC): This component uses the output of the motion 

estimation to get the prediction for the current picture. The output of this stage is to 

be subtracted from the current picture to get the residual picture, which is served to 

the transform and quantization process. 

Intra estimation (IE): In intra prediction stage, the HEVC encoder goes over the 

35 intra prediction modes to find out which one is the best. This process is very 

time-consuming as well. The output of this stage is the intra mode information 

needed for the decoder. 

Intra prediction (IP):  This part uses the intra prediction mode information to get 

the prediction for the current block or the current picture. Before the data is served 

into the transform/quantization (QT) component, the output of this stage is 

subtracted from the current block or current picture. 

Transform and quantization (QT): The sample values are transformed from the 

temporal domain into the frequency domain, and then most of the coefficients are 

removed during the quantization stage. In most situations, the quantized coefficients 

of the residual picture are transmitted to the decoder. There are two kinds of 

transforms In HEVC, the discrete cosine transform (DCT) and the discrete sine 

transform (DST). The output of this stage is the quantized coefficients of the 

residual picture (Tcoeff). 

Inverse transform and inverse quantization (IQT): In the encoder, the coded 

picture or block is reconstructed so that they could be used in the following intra or 

inter estimation process. Thus, the quantized coefficients of the residual block are 

processed in this stage to get the original residual temporal sample values.  

Loop filter (LF): The HEVC encoder uses a two-stage loop filter for the 

reconstructed picture. First, a deblocking filter (DF) is used to remove the blocking 

artifacts. Then a SAO filter (SF) is performed to refine the sample values. In this 

stage, the necessary filter control information is transmitted to the decoder.  

Entropy encoder (EE): The HEVC encoder only implements the CABAC entropy 

encoder. As shown in the architecture, the entropy encoder encodes the coefficients 

(Tcoeff), the motion information (Mvd, Idx, mode), the intra prediction information 

(IP mode), filter control data (filter info), along with some global control signals. 

Output of this component is the bit-stream constrained with the HEVC video coding 

standard. 
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3.2. HEVC Decoder 

Input to the HEVC decoder is the bit-stream constrained with the HEVC standard. The 

decoder reads the bit-stream, extracts and decodes all the syntax elements, and then 

constructs each frame of the original video sequence. A common architecture of the 

HEVC decoder could be illustrated with Figure 4. 

As can be seen from above, the HEVC decoder consists of five main components, the 

entropy decoder (ED), the intra prediction (IP) part, the motion compensation (MC) part, 

the inverse transform and inverse quantization (QT) part, and the loop filter (LF) part. The 

rest of this section gives a brief introduction of each component. 

Entropy decoder (ED): The entropy decoder in HEVC only implements the 

CABAC decoder. It reads the bit-stream, decodes all the syntax elements, and serves 

the decoded information for the other components of the decoder. The decoded 

elements include the motion information (the motion vector residual signals Mvd, 

the referenced picture index Idx, other control signals), the intra-prediction mode 

information (IPmode), the transform coefficients (TCOEFFs) and the necessary 

global control signals. 

Inverse quantization and inverse transform (IQT): This part first applies the 

inverse quantization process to get the scaled coefficients. Then proper inverse 

transform is performed according the transform block size. To reduce the 

computation, the 2-D transform is separated into two 1-D transforms. For HEVC 

decoder, this part needs to incorporate both the inverse DCT and DST transform. 

The output of this part is marked as Presi. 

Intra prediction (IP): This part uses the intra prediction mode information (IP 

mode) to derive the prediction block for the current block coded in intra-prediction 

mode. Then the decoded picture Pintra is added to the decoded residual picture Presi to 

reconstruct the current picture Prec.The decoded intra-predicted picture is stored into 

to the frame buffer, serving as the reference picture when needed. 

Motion compensation (MC): This part is intended to decode inter -predicted 

pictures. First, the motion information should be derived so that the decoder could 

know where to get the prediction for current picture. Before the prediction is 

derived, a non-integer sample interpolation is performed when the motion vector is 

not in units of integer. Then the derived prediction Pinter is added to the residual 

picture Presi to reconstruct the current picture Prec. The decoded inter-predicted 

picture is also stored into the decoded picture buffer (DPB) to serve as the reference 

picture when needed. 

Loop filter (LF): First, a normal de-blocking filter (DF) is applied on the edges of 

the boundaries of coding blocks, prediction blocks, and transform blocks to remove 

 

Figure 1. General Architecture Of  The HEVC Decoder 
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the artifacts caused by the block-based processing. Then a SAO filter (SF) process 

is applied by conditionally adding an offset value to each sample. 

 

4. Evalution of HEVC Reference Software 

 
4.1. Test Conditions and Test Sequences 

The experiment profiles the HM12.0, and the experimental environment is 

described as shown in Table 1. 

 

The test sequences recommended by JCT-VC for the experiment are listed in 

Table 2. There is a set of encoder configurations, used when generating the bit -

streams for this paper, which is given by the JCT-VC community [13], including: 

1) all intra (AI),  only I slices exist in the bitstream; 

2) Random access (RA), where picture reordering is used in a pyramidal structure 

with a random-access picture about every 1 second. This configuration emulates 

what may be used in a broadcasting environment. 

3) Low delay (LD), where no picture reordering is used. And only the first frame is 

encoded as an I-slice. This configuration emulates what may be used in a video 

conferencing environment. 

The bit-streams used in this paper: 

(1) cover different encoder configurations (AI, RA, LD), when generated using HM 

encoder. 

(2) cover different quantization parameters (QP) (22, 27, 32, 37), when generating 

using HM encoder. 

(3) cover different video content with resolutions ranging from 240p (416 x 240 

pixels) to 1600p (2560 x 1600 pixels). 

Table 1. Test Environment 

Processor Intel Core i7-4770  (3.4GHz x 4) 

Memory 8GB 

Operating System 64-bit Linux (Kernel: 3.8.0-29-generic) 

Compiler g++-4.6.3 

 

 

Table 2. Test Sequences 

Class Sequence # of frames 
Bit depth 

(bpp) 

Frame rate 

(fps) 

A(1600

p) 

Traffic 150 8 30 

PeopleOnStreet 150 8 30 

B(1080

p) 

Kimono 240 8 24 

ParkScene 240 8 24 

Catus 500 8 50 

BQTerrace 600 8 60 

BasketballDrive 500 8 50 

C(480p) BQMall 600 8 60 

D(240p) 
RaceHorses 300 8 30 

BQSquare 600 8 60 

E(720p) 

Vidyo1 600 8 60 

Vidyo3 600 8 60 

Vidyo4 600 8 60 
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4.2. Profiling Results for HM Encoder 

This part mainly focuses on the performance of the HEVC standard. In this part, the 

HM12.0 encoder for HEVC standard is evaluated with random-access configuration, 

which is the most common situation in reality. Besides, the JM18.5, which is the encoder 

for H.264/AVC high profile, is also analyzed with corresponding configurations. For the 

evaluation of the encoders, PSNR is used to measure the quality of the compression. 

Table 3 shows the profiling results. 

 

 

As can be seen, the HEVC standard outperforms the H.264/AVC standard, with 

the bit-rate saving ranging from 35.7% to 56.9%. Fig. 5 illustrates the average bit-

rate saving of video contents varying from 240p to 1080p. It’s shown that HEVC is 

more preferable for video content with higher resolutions, in which a doubling of 

the coding efficiency can be easily achieved, delivering nearly the same visual 

quality as the previous H.264/AVC standard at the same time. 

 
4.3. Profiling Results for HM Decoder 

Table 4 shows the decoding time for the test sequences listed above with different 

encoder configurations. 

Table 3. Profiling Results for Encoder 

Sequence 
Bit-rate (kbps) PSNR (db) 

HM12.0 JM18.5 HM12.0 JM18.5 

BasketballDrive 1521.4 3533.0 38.0 38.37 

BQTerrace 1296.9 2120.1 37.3 37.7 

Catus 1489.9 2783.6 36.5 37.2 

Kimono1 534.3 1239.7 38.8 39.4 

ParkScene 671.5 1308.5 36.4 37.0 

BQMall 501.2 926.5 36.8 37.6 

BQSquare 183.9 268.5 35.7 36.4 

 

0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

240p 480p 720p 1080p

 
Figure 5. General Architecture Of HEVC Decoder 
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It is shown that the decoding time for bit-streams encoded with all-intra configuration 

is much bigger than the other two types due to the existing of large amount of temporal 

redundancy when coded in all-intra mode. While the difference of decoding time between 

random-access and low-delay is quite small. And at this point, it's natural to point out the 

HM decoder, without certain optimization in parallelization, is not sufficient to decode 

videos with resolutions equal to or higher than 1080p for real-time applications. 

To further analyze the HM decoder, the HM decoder is profiled to find out the 

complexity of each component of the decoder under all-intra and random-access 

configuration, with the results shown in Table 5 and Table 6 separately. 

Table 5. Share of the Decoding Time with AI Configuration (QP=32) 

Sequence ED 

(%) 

MC 

(%) 

IQT 

(%) 

PR 

(%) 

DF 

(%) 

SF 

(%) 

Traffic 8.1 43.6 2.8 4.4 15.7 3.5 

PeopleOnStreet 13.5 24.4 4.3 7.6 19.5 2.8 

ParkScene 8.7 47.4 2.9 4.7 14.1 2.9 

Catus 9.2 38.1 5.0 6.9 15.9 3.2 

BQTerrace 7.8 48.4 2.6 4.1 13.0 3.3 

BasketballDrive 7.8 42.0 6.2 7.6 14.5 2.7 

BQMall 11.4 40.5 4.1 7.4 13.9 2.6 

RaceHorses 16.1 36.3 5.1 9.6 14.6 2.3 

BQSquare 13.7 46.8 2.9 5.9 11.3 1.9 

Vidyo1 6.2 41.2 3.4 4.4 13.8 4.2 

Vidyo3 7.0 44.2 4.1 5.0 15.1 3.7 

Vidyo4 6.4 42.7 4.0 4.8 15.1 4.1 

Average 9.4 42.6 4.0 5.9 14.7 3.1 

 

 

Table 4. Decoding Time with Different Configurations 

Class Sequences # of 

frames 

Total decoding time(s) 

AI RA LD 

A(1600p) 
Traffic 150 42.3 12.3 12.7 

PeopleOnStreet 150 48.3 20.6 20.2 

B(1080p) 

Kimono 240 22.9 11.5 11.6 

ParkScene 240 35.6 11.6 12.0 

Catus 500 69.6 21.2 22.8 

BQTerrace 600 93.0 26.2 26.8 

BasketballDrive 500 57.3 26.3 25.7 

C(480p) BQMall 600 19.3 5.7 5.8 

D(240p) 
RaceHorses 300 2.7 1.1 1.1 

BQSquare 600 6.5 1.5 1.5 

E(720p) 

Vidyo1 600 30.7 8.2 9.4 

Vidyo3 600 54.3 8.3 14.4 

Vidyo4 600 50.1 12.4 12.6 
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Table 6. Share of the Decoding Time with AI Configuration (QP=32) 

Sequence ED 

(%) 

MC 

(%) 

IQT 

(%) 

PR 

(%) 

DF 

(%) 

SF 

(%) 

Traffic 12.4 - 20.6 29.4 13.5 2.9 

PeopleOnStreet 11.8 - 18.7 31.0 13.2 2.4 

ParkScene 13.5 - 20.6 29.1 12.7 2.8 

Catus 12.1 - 21.2 29.6 12.8 2.6 

BQTerrace 13.5 - 19.8 30.2 11.9 2.4 

BasketballDrive 9.7 - 24.8 28.7 13.6 3.1 

BQMall 13.7 - 18.8 31.5 10.9 2.4 

RaceHorses 16.9 - 17.5 31.1 9.8 2.6 

BQSquare 19.6 - 16.1 31.4 8.5 1.5 

Vidyo1 8.8 - 24.5 29.5 13.2 3.1 

Vidyo3 8.5 - 27.3 30.6 12.5 2.8 

Vidyo4 8.5 - 27.1 30.2 12.8 3.4 

Average 12.2 - 22.1 29.8 12.3 2.7 
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In these two tables,  the component entropy decoder, motion compensation, intra-

prediction and intra reconstruction, deblocking filter, SAO filter are abbreviated as ED, 

MC, IQT, PR, DF and SF. For each sequence, the total share of the six components is not 

100%, since the HM decoder need to do some other stuffs, including reading the bit-

stream, collocate buffers for different data structures, writing the reconstructed YUV, and 

so on. These stuffs would be marked as the MISC part. The share of each component in 

AI or RA configurations is depicted in Fig. 6. In all-intra mode, the average complexity of 

ED, MC, IQT, PR, DF, MISC and SF is 12.2%, 0%, 22.1%, 29.8%, 12.3%, 21.90%, 

2.7%. The intra-prediction and inverse quantization/transform process take nearly half of 

the decoding process. In random-access mode, the component ED, MC, IQT, PR, DF, 

MISC, SF shares 9.4%, 42.6%, 4.0%, 5.9%, 14.7%, 20.40% and 3.1% of the complexity 

of the HM decoder. The motion compensation part dominates the decoding process in 

random-access mode, taking nearly the half of the whole time. Thus, special attention 

should be paid to the motion compensation part when designing a real-time HEVC 

decoder. 

At the end of the evaluation, further analysis is done on the influences of the 

quantization parameters (QP). The profiling results are shown in Table 7 and Table 8. As 

can be seen from above, the quantization parameters not only affect the total decoding 

time, but also affect the time taken by each component of the decoder. As the QP increase 

from 22 to 32, the decoding time decreases, however, if the QP continues to grow up to 

37, the decoding time may increase. For each component of the decoder, when the QP 

grows from 22 to 37, the shares of QT, PR, DF become bigger and bigger, while the share 

of ED decreases because more coefficients is removed in the quantization process with 

larger QP. For random-access configuration, the share of each component with different 

quantization parameters (QP) is depicted in Fig. 7. 
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Figure 6. The Share Of Each Component In The Decoder (A) All-Intra 
Configuration (B) Random-Access Configuration 
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Table 7. Decoding Time (S) With Diifferent QP 

Sequence 
AI RA 

22 27 32 37 22 27 32 37 

Traffic 60 50 42 36 31 24 12 17 

PeopleOnStreet 101 85 48 63 52 40 20 26 

Kimono 29 26 22 20 15 13 11 10 

ParkScene 52 43 35 28 17 14 12 10 

Catus 176 124 69 99 63 40 22 29 

BQTerrace 246 172 93 127 99 51 26 38 

BasketballDrive 89 68 57 49 42 30 25 23 

BQMall 47 40 19 27 14 10 5 8 

RaceHorses 6 5 2 4 3 2 1 2 

BQSquare 8 7 6 5 2 2 2 1 

Vidyo1 40 34 30 26 12 10 9 9 

Vidyo3 65 55 54 47 19 16 14 13 

Vidyo4 70 51 50 42 17 15 12 12 

Table 8. Share of Each Component with Different Configurations and 
QP 

CfgType QP ED(%) MC(%) IQT(%) PR(%) DF(%) SF(%) 

AI 

22 21.7 - 17.8 28.5 9.5 2.2 

27 15.8 - 20.3 29.6 11.1 2.8 

32 12.2 - 22.1 29.8 12.3 2.7 

37 8.8 - 25.5 30.2 13.2 2.5 

RA 

22 18.1 39.5 3.6 6.2 13.7 3.7 

27 12.6 42.3 3.9 6.2 14.5 3.2 

32 9.4 42.6 4.0 5.9 14.7 3.1 

37 7.4 45.2 4.3 5.5 14.9 3.0 

LD 

22 21.6 41.8 1.4 2.7 14.7 3.9 

27 14.8 43.9 1.4 2.5 16.5 3.7 

32 11.3 42.9 1.5 2.3 17.6 3.4 

37 9.1 42.9 1.7 2.2 18.3 3.2 
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Figure 7. The Share Of Each Component In The Decoder With Different QP 
Under Random-Access Configuration 

5. Conclusion 

This paper highlights the new features of the HEVC video coding standard, and 

then evaluates the complexity of the standard by proofing the HEVC reference 

software. The HEVC standard can get twice the coding efficiency, delivering the 

same or better visual quality at the same time. In the HEVC decoder, the motion 

compensation part takes nearly half the decoding time in the normal decoding 

process. Besides, the loop filter and the intra-picture decoding part also take a large 

percent of the decoding time in most cases. Different quantization parameters have a 

great influence not only on the whole decoding time, but also on each component's 

share of the decoder. Besides, for videos with resolutions no less than 1080p, the 

reference software cannot serve as a real-time decoder without special optimization. 
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