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Abstract 

Gene regulatory networks depict the interactions among genes in the cell and 

construction of networks is important in uncovering the underlying biological process of 

living organisms. In this paper, a non-linear differential equation model is used for gene 

regulatory network reconstruction and time-series prediction. A new model, called 

additive expression tree (AET) model is proposed to encode ordinary differential 

equations (ODEs). A new structure-based evolutionary algorithm and artificial bee 

colony (ABC) are used to optimize the architecture and parameters of the additive 

expression tree model, respectively. A synthetic data and two real time-series expression 

datasets are used to test the validity of our proposed model and hybrid approach. 

Experimental results demonstrate that our model could improve accuracy of microarray 

time-series data effectively. 

 

Keywords: gene regulatory network, additive expression tree, artificial bee colony, 

hybrid approach. 

 

1. Introduction 

Interactions among genes, transcription factor (regulator), mRNA and gene product 

(proteins) almost control all biological activity, which constitute a gene regulatory 

network. Reconstruction of gene regulatory network (GRN) have been playing an 

important role in understanding the complexity, function and pathways of biological 

system, and formation of new drugs about disease [1-2]. With the rapid development of 

microarray technology and second-generation sequencing technology, a large number of 

expression data has been produced [3]. Due to the high sequencing costs, most of gene 

expression data only contain a few time points. Thus prediction of expression data could 

speed up biotechnological projects and reduce costs of lab experiments. Since then, 

combined with the available expression data, how to predict and infer gene regulatory 

network has been becoming a major area of interest in the field of systems biology [4-5]. 

In the past several years, many models have been proposed to tackle time series 

expression data and infer gene regulatory network, such as Boolean network [6-7], 

dynamic Bayesian network [8], neural network [9], Petri net [10-11], information 

theoretic approaches [12], the system of differential equation. The system of differential 

equations is powerful and flexible model to describe complex relations among 

components. We have used the ODE model to predict the small-scale traffic 

measurements data and stock index, and experimental results revealed that the ODE 

method was feasible and efficient for forecasting time-series data [13]. Many methods 

were proposed for inferring a system of differential equations for the gene regulatory 

network during the last few years. Tominaga D. used the Genetic Algorithms (GA) to 

optimize the parameters of the fixed form of system of differential equations [14]. Palafox 

et al. [15] implemented a variation of particle swarm optimization (PSO), called 
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dissipative PSO (DPSO) to optimize the parameters of the popular non-linear differential 

equation model named S-System in order to infer small gene regulatory networks. Xu et 

al. used PSO to search the best weights of recurrent neural network (RNN) model for 

gene network inference from gene expression data [16]. Noman et al. used the 

evolutionary algorithm called differential evolution to find the best RNN model for 

inferring the underlying network structure as well as the regulatory parameters [17]. 

However most methods focused on the fixed structure of equation and only need design 

optimization algorithm to identify the parameters of the ODEs. 

We have proposed a new representation scheme of the additive tree models for the 

system identification especially identification of linear/nonlinear ODE system [13, 18]. 

Compared with genetic programming (GP) and gene expression programming (GEP), this 

model was powerful than the GEP and GP models, both in the aspects of accuracy and 

runtime. But like GP individuals, additive tree models are also represented and 

manipulated as nonlinear tree entities, which leads to some problems such as the 

inefficiencies of handling tree structure and the difficulties of program implementation. 

In this paper, as linear variant of additive tree model, additive expression tree (AET) 

model is first proposed to encode non-linear ODEs. We propose a hybrid evolutionary 

method, in which a new structure-based evolutionary algorithm is used to optimize the 

architecture of system and select input variables, and corresponding parameters are 

evolved by artificial bee colony. A synthetic data obtained by biochemical pathway and 

two real time-series expression datasets from Human cell time-series dataset and E. coil 

dataset are used to test the validity of our proposed model and hybrid approach. 

Experimental results demonstrate that our model could improve accuracy of microarray 

time-series data effectively. 

 

2. Representation of Additive Expression Tree Model 

We use a structure-based evolutionary algorithm to evolve the architecture of the 

additive expression models for the nonlinear ODE system. For this purpose, we encode 

the nonlinear expression into an additive expression tree model as illustrated in Figure. 1. 

Figure. 1(a) is nonlinear expression of symbolic tree structure, which need be created 

randomly, and Figure. 1(b) is the corresponding expression tree structure.  
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Figure 1. Example of a System in the Form of Additive Expression Tree 
Model 

Two instruction/operator sets I0 and I1 are used to generate the additive expression tree 

model. 

0 2 3

1

{ , , , }

{*, /,sin,cos,exp, rlog, x,R}

NI

I F T

   


                                                             (1) 

N is an integer number (the maximum number of linear/nonlinear terms). Each term is 

encoded as GEP gene. I0 is the instruction set and the root node, which returns the 

weighted sum of a number of linear/nonlinear terms according to the GEP gene 

expressions. I1 is the operator set, where {*, /,sin,cos,exp, log}F r  and  { , }T x R  

are function and terminal sets. *, /, sin, cos, exp, rlog, x, and R denote the multiplication, 

protected division (x, y   R : when y = 0, x/0 = 1), sine, cosine, exponent, protected 

logarithm ( x  R, x  0 : rlog(x) = log(abs(x)) and rlog(0) = 0), system inputs, and 

random constant number, taking 2, 2, 1, 1, 1, 1, 0 and 0 arguments respectively [18]. 

According to the specific problems, we could add some complex functions into operator 

set I1, for example 

2

1 2 2

1 1
{*, /,sin,cos, log, tan, , , ,*3,*4, , }

1 1 1 x

x
I x R

x x e


                                      (2) 

Where *3 represents that three variables are multiplied. 
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A GEP gene is a string of function and terminal symbols, which is composed of a head 

and a tail [19-20]. The head part contains both function and terminal symbols, whereas 

the tail part contains terminal symbols only. The head could be created through selecting 

symbols randomly from the set I1. The symbols of tail are selected from set F only. For 

each problem, user must determine the head length (h). The tail length (t) is computed as: 

( 1) 1t n h   
                                                                                              (3) 

Where n is the maximum number of arguments of functions. According to set F, n is 

set as 2. 

 

3. The Proposed Hybrid Method 

In this section, it is explained the proposed hybrid method. The method description can 

be made in several sub-chapters [21]. 

 

3.1. Structure Optimization Methods 

To search an optimal or near-optimal additive expression tree model is formulated as 

an evolutionary finding process. We use the structure operators as following: 

(1) Mutation. We use three mutation operators to generate offsprings from the parents, 

which are described as following: 

a) One-point mutation. Select one point in the tree randomly, and replace it with 

another symbol, which is selected from set I1. Notice that in the head any symbol 

could be changed, but in the tail the terminal symbols are allowed to be changed 

only. 

b) One-gene mutation. Randomly select one GEP gene in the tree, and replace it 

with another newly generated gene. 

c) Change all terminal symbols. Select every terminal symbol in the additive 

expression tree model, and replace it with another terminal symbol. 

(2) Crossover. First two parents are selected according to the predefined crossover 

probability Pc and select one GEP gene for each additive expression tree randomly, 

and then swap the selected gene. 

(3) Selection. EP-style tournament selection [22] is applied to select the parents for the 

next generation. Pairwise comparison is conducted for the union of μ parents and μ 

offsprings. For each individual, q opponents are chosen uniformly at random from 

all the parents and offspring. For each comparison, if the fitness of individual fitness 

is no smaller than the one of opponent, it receives a selection. Select μ individuals 

out of parents and offsprings, which have most wins to form the next generation. 

This is repeated in each generation until a predefined number of generations or the 

best structure is found. 
 

3.2. Fitness Definition 

Mean square error (MSE) and root mean square error (RMSE) are used as fitness 

functions to evaluate the performance of candidate model. 

2

1 2

1

2

1 2

1

1
(x x )

1
(x x )

N
i i

i

N
i i

i
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


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 




                                                                                       (4) 
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Where N is the number of samples, 
1

ix  and 
2

ix  are the actual and model output of i-th 

sample. 
 

3.3. Parameter Optimization of Models 

In the parameter learning stage, there are many learning methods, such as PSO, GA, 

EP and SA. In this paper, artificial bee colony algorithm is selected because its fast 

convergence, more accurate solution and stability [23-24]. 

According to Figure. 1, we check all the parameters contained in each model, and 

count their number ni  (i = 1, 2, ..., M, M is the population size of additive expression tree 

models). According to ni, the parameter vector could be created randomly. ABC 

algorithm can be summarized as follows.  

1. Choose the initial values of algorithm parameters including maximum number of 

generation (max_gen), number of employed bees and onlooker bees (num_employ and 

num_onlooker), the maximum times that food sources do not change their locations 

(limit). 

2. Generate num_employ and num_onlooker solutions, calculate the fitness value, and 

select the best half of solutions as foods. 

3. In order to produce a candidate food position from the old one in memory, the ABC 

uses the following equation: 

( )ij ij ij ij kjv x R x x  
                                                                                              (5)

 

Where 
ijv is a new position of food,

ijR is a random number in the range [-1,1], 

{1,2,3, , }andk N k i K . Calculate the fitness of iv , and when the fitness of iv  is 

better than ix , replace ix with iv . If ix is not changed, 1i ifailure failure  . 

4. The probabilities for onlookers are calculated as follows. 

1

i
i N

n

n

fit
p

fit





                                                                                                                (6)

 

Where ifit  is the fitness value of i-th bee. 

5. According to ip , onlooker bees search the area as employed bees. 

6. If ifailure limit , then scout bee randomly generates a new solution according to 

the following equation: 

(0,1)( )ij min j max j min jx x rand x x  
                                                                (7)

 

 7. Record the best solution at each generation. 

 8. If max_gen is reached or a satisfactory solution is found, then stop; otherwise go to 

step 3. 
 

3.4. Summary of Our Proposed Algorithm 

(1) Create the initial population randomly, containing structures and their corresponding 

parameters.  

(2) Structure optimization is achieved by the structure operators as described in 

Subsection 3.1. Fitness function is calculated by mean square error or root mean 

square error. 

(3) According to fitness value, sort the population. At some interval of generations, 

select certain percentage of population to optimize parameters. Parameter 
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optimization is achieved by ABC as described in Subsection 3.3. During this 

process, the structure of model is fixed.  

(4) If the maximum number of generations is reached or a satisfactory solution is found, 

then stop; otherwise go to step (2). 
 

4. Experimental Results and Analysis 

To test the effectiveness of the proposed method, our method is applied to a synthetic 

data obtained by biochemical pathway and two real time-series expression datasets from 

Human cell time-series dataset and E. coil dataset. The parameters setting in this 

experiment is shown in Table 1.  

Table 1. Parameters for Experiment 

Parameters Exp. 1 Exp. 2 Exp. 3 

Population size 20 30 30 

Generation 30 100 100 

Crossover rate 0.7 0.7 0.7 

ABC employed bees size 15 15 15 

ABC onlooker bees size 15 15 15 

ABC generation 200 200 200 

ABC limit 20 20 20 

Step size 0.01 0.05 0.05 

Data points 100 45 35 

 

4.1. Experiment with Biochemical Pathway 

A biochemical pathway is used in this part, which is described as followed [25]: 

1

2

1 2 3

3 2 4

k

k

X X X

X X X

 

 
                                                                                                    (8)

 

The corresponding rate equations for all four species are described as followed: 

1
1 2

2
1 2 3

3
1 2 3

4
3
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2 1.2

2 1.2

1.2

dX
X X

dt

dX
X X X

dt

dX
X X X

dt

dX
X

dt


 


   


  


 
                                                                                                

(9)

 

The initial conditions are created randomly and the synthetic time series are generated 

by solving the differential equations. In this experiment, the time series is from 0 to 99, 

including 100 time point. The top eighty percent of the data are used for training, and the 

rest are used to evaluate the performance of the model. The used instruction sets to create 

an optimal additive expression tree model is 1 0 1 2 3{ 2, 3, 4} {*, , }I F T x x ,x ,x     .  

Experimental parameters are shown in Table 1. 

The evolved biochemical pathway as the best solution is obtained as following: 
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dX
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dt

dX
X X X

dt

dX
X X X
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dX
X
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
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
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

  


 


                                                                              (10) 

The time series generated from the above ODEs is shown in Figure. 2 along with the 

target data. It can be seen that our predicted time-series data is very close to the target 

one.  
 

 

Figure 2. Time Series Of Acquired Model With All Four 

Species 1 2 3 4{X ,X ,X ,X }, The Last 20 Points Dataset Is Used To Testing The 

Model 

In order to investigate the model with different time points to the effect of results, we 

choose 20, 40, 60, 80 and 100 time points to make a comparative experiment. 

Experimental parameters in Table 1 are also used. The MSE performances of applied 

different time points are given in Table 2. From the results, we can see that time points 

are more, the evolved model is closer to the target one and the MSE is smaller. But with 

the smallest time point, the predicted time-series data of our method is also quite close to 

the target one. Gene expression data is usually with a few time points, so our method has 

ability to infer gene regulatory network with expression data. 

Table 2. MSE of Time-Series Prediction with Different Time Points 

Number of time 

points 

Dataset 
1X  2X  3X  4X  

 

20 

Training 3.4×10
-6

 9.1×10
-7

 2.2×10
-6

 3.05×10
-6

 

Testing 6.24×10
-5

 2.6×10
-5

 9.3×10
-5

 5.6×10
-5
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40 Training 7.71×10
-7

 6.98×10
-7

 8.36×10
-7

 7.0×10
-7

 

Testing 1.04×10
-6

 2.31×10
-6

 4.52×10
-6

 8.3×10
-7

 

60 Training 7.68×10
-7

 1.25×10
-7

 1.69×10
-7

 8.34×10
-7

 

Testing 2.58×10
-6

 3.12×10
-7

 7.48×10
-7

 4.12×10
-6

 

80 Training 1.46×10
-7

 6.45×10
-8

 7.68×10
-8

 2.78×10
-7

 

Testing 3.81×10
-7

 9.21×10
-8

 8.69×10
-8

 5.67×10
-7

 

100 Training 1.2×10
-7

 5.78×10
-8

 6.84×10
-8

 2.36×10
-8

 

Testing 3.24×10
-7

 7.87×10
-7

 4.51×10
-7

 3.28×10
-7

 

 

To test the validity of the additive expression tree model, we also compare inference of 

synthetic data using genetic programming and additive tree model. We choose 40 time 

points to infer the biochemical pathway. After searching the best solution, the results are 

listed in Table 3. From the empirical results, it is evident that the proposed method is 

powerful than genetic programming and additive tree mode, both in the aspects of 

accuracy and runtime.  

Table 3. Comparison Results Using the Proposed Method, Genetic 
Programming and Additive Tree Model 

 Our method Genetic  programming Additive tree 

model 

runtim

e 

63.5s 132.2s 89.0s 

MSE 4.21×10
-6

 4.85×10
-4

 3.29×10
-5

 

 

4.2. Experiment with the Human Cell Time-Series Data 

The time series about Human cell are from the experiments performed by Whitfield 

[26].  The purpose is to identify genes which are periodically expressed in cell cycles. The 

experiment contains 1134 genes and the time series are divided into five subsets. We 

choose the first 5 genes expression time series with 46 time points for our purpose.  

The used instruction sets to create an optimal additive expression tree model is 

1 0 1 2 3 4{ 2, 3, 4, 5, 6, 7, 8} {*, , , }I F T x x ,x ,x x         . Experimental parameters 

are shown in Table 1. The first 40 points are used for training, the rest 5 points are used to 

evaluate the performance of the model. By applying our method, we have acquired the 

following ODEs: 

1
2 3 5 5 4 5 1 2 5 4 3

2
2 5 1 3 1 2 3 5 4 4

3
2 2 2 1 2 3

121.132 -20.954 -2.815 -48.126 -43.029 +23.192 +22.186

= -68.097 +7.427 +0.684 -36.707 -14.145 +18.136 +45.390

=  -23.155 -90.015 +49.041 -31.479 +5

dx
x x x x x x x x x x x

dt

dx
x x x x x x x x x x

dt

dx
x x x x x x

dt



4 4 1 5 1

4
3 1 4 5 1 2 5

5
2 4 3 4 5 3 1 1 5 3

1.168 +21.164 -8.629

= 40.879 -43.639 +41.395 +14.960 +63.439

=10.692 +28.482 -9.451 -37.375 +3.006 -2.505 +19.618

x x x x x

dx
x x x x x x x

dt

dx
x x x x x x x x x x

dt                (11)
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Figure 3. Dynamic Of Expression Level Of The Five Genes 1 2 3 4{ , , , }x x x x  In 

Human Cell By 45 Times, The Rest 5 Points Are Used To Evaluate The 
Performance Of The Model 

Figure. 3 shows dynamic of expression level of the five genes in Human cell. It can be 

seen that time-series data from our evolved model is quite close to the target one. Table 4 

lists the comparison of five genes among genetic programming, additive tree model and 

our model. From Table 4, we can see that the prediction of our model is more accurate 

than the previously published methods. 

Table 4. MSE of Time-Series Prediction with Three Methods 

Methods Datase

t 
1x  2x  3x  4x  5x  

 

Genetic 

programming 

Traini

ng 

0.101 0.082 0.063 0.086 0.058 

Testin

g 

0.25 0.14 0.121 0.206 0.087 

Additive tree 

model 

Traini

ng 

0.029

3 

0.023

4 

0.0208 0.030

2 

0.019

7 

Testin

g 

0.059

4 

0.076

9 

0.0268 0.081

4 

0.044

2 

Our method Traini

ng 

0.027

2 

0.012

1 

0.0135 0.015

4 

0.010

6 

Testin

g 

0.034

1 

0.031

5 

0.0129 0.030

6 

0.030

8 

 

4.3. Experiment with the E. Coli Database 

In this part, to test the performance of reconstruction of our method in the real 

microarray data containing noise, we use the gene-expression data from E. coil dataset. 
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The measurement data is original from polymicrobial probe database (Many Microbe 

Microarrays M3D database), version 4 build 6 [27].  The data has 907 experiments and 

4297 genes. We choose the first 35 experiments and 8 genes (Crp, araC, nagC, chbC, 

araE, araA, chbA and chbF) for our experiment. 

 

 

Figure 4. Dynamic Of Expression Level Of The 8 Genes In E. Coli 
Database, The Rest 5 Points Are Used To Evaluate The Performance Of 

The Model 

The used instruction sets to create an optimal additive expression tree model is 
2

1 0 12 2

1 1
{ 2, 3, 4, 5, 6, 7, 8} {*, /,sin,cos, log, tan, , , , , , 7}

1 1 1 x

x
I F T x x , x

x x e
        

  
.  Experimental parameters are shown in Table 1. The first 30 points are used for training, 

and the rest 5 points are used to evaluate the performance of the model.  By applying our 

method, we have acquired the following  

ODEs:

7

3

1 1
1 2

6

2
2 8 3 1

3
3 1 7 6

4
4

1
69.745 -30.836tan( )-65.032 -2.897cos( )

1

37.130cos( )+95.400cos( )+44.717cos( )+91.204cos( )

14.696cos( )-0.002e +0.277 +16.766cos( )

34.325tan( )+42.496cos(

x

x

dx x
x x

dt e x

dx
x x x x

dt

dx
x x x x

dt

dx
x x

dt










3

7 3

1 3 8

5 6
6 5

1

6
1 6 52

6

7
6 1 2

8

)+2.219 -17.205tan( )

1
15.783cos( )-100.177tan( )+9.313 +76.925

x 1

1
12.394 +35.379tan( )-91.374log( )+87.824log( )

1

=-2.071 -0.007e +0.0016e +0.277

-25.292ta

x

x x

x x

dx x
x x x

dt e

dx
x x x

dt x

dx
x x x

dt

dx

dt







 8

7 3 4n( )+30.609cos( )+19.295log( )-0.0239e
x

x x x
             (12) 
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Figure 5. Inferred Regulatory Relationships Among 8 Genes. Correctly 
Identified Edges Are Drawn With Dashed Lines And Falsely Identified Edges 

With Solid Lines 

Figure. 4 shows dynamic of expression level of the 8 genes in E. coli database.  It can 

be seen that time-series data from our evolved model is quite close to the target one. By 

our method, the detail regulatory relationships among 8 genes are given in Figure. 5. from 

Figure. 5, we can see that as quite important regulatory factor, Crp regulates chbC, araE, 

araA and chbA, while nagC regulates chbC, chbF and chbA. These relationships are in 

agreement with biological experimental finding from RegulonDB [28].  

 

5. Conclusion and Discussion 

In this paper, an additive expression tree model and its design and evolved method are 

proposed to infer gene regulatory networks. The additive expression tree model could be 

used to encode the ordinary differential equations. A new structure-based evolutionary 

algorithm is used to optimize the architecture of system and corresponding parameters are 

evolved by artificial bee colony. The proposed method has been verified by synthetic data 

and two real time-series expression datasets. Experiment results reveal that the proposed 

method performs well, both in the aspects of accuracy and runtime. 

The following factors may lead to the good performance of our method. First, the 

additive expression tree model contains linear entities. Thus user may reduce the 

difficulties of program implementation. Due not to handle the nonlinear structure, runtime 

reduces sharply. Second, the form of additive expression tree model is very near to the 

representation of the ODE system which we need identify. Third, the additive root node 

could make the nonlinear ODE system divided into several blocks, which reduces the 

problem complexity. 
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