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Abstract 

The classification and measurement of rock fragments is very important in mining and 

construction engineering. The monitoring system acquires and analyses the fragment 

images from a gravitational falling stream at the end of a moving conveyor belt, and the 

key function of the system is to construct an image segmentation algorithm. To achieve 

this goal, an adaptive thresholding algorithm with fuzzy comprehensive evaluation is 

proposed. Firstly, a grabbed image is roughly segmented by using a global 

auto-thresholding algorithm. Then each of the objects is measured and analyzed if it 

includes the multiple fragments touching each other, based on the fuzzy comprehensive 

evaluation method in which the salient fragment features of area, perimeter, shape, 

gradient magnitude and gray-level flatness are extracted, and for each of the features, the 

membership function is constructed experimentally. Finally, each of the touching 

fragment regions, as one image, is auto-thresholded again, and this procedure is repeated 

until no region can be further separated. The experimental results show that compared to 

cluster analysis, graph based, and FCM image segmentation algorithms the new 

algorithm can make image segmentation well for the falling fragments on-line. 
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1. Introduction 

The distributions of rock fragment size and shape are important indicators to evaluate 

the production quality. The traditional measurement by manual and sieving is 

time-consuming, limited sampling, inefficient and laborious. To overcome these 

disadvantages, many image processing methods have been used for the measurement and 

analysis of rock fragments on-line since 1984
 
[1-4]. As a general on-line monitoring 

system, the image acquisition sub-system is setup with a CCD camera either over a 

moving conveyor belt or at the end of a conveyor belt. In the former situation, the 

overlapping of the fragments makes image segmentation difficult, in the later situation; 

the fragments in a gravitational falling stream are easily delineated. For the falling stream 

situation, the sky can be viewed as the image background and most of the fragments can 

be separated during the falling process. Therefore, a simple thresholding algorithm is 

possibly used for the fragment detection in real time, but there is a consequent problem to 

split the touching fragment clusters. 

Anyhow, to meet the on-line demand of the rock fragment measurement and analysis, a 

thresholding algorithm is the better choice for image segmentation. Generally, a global 

thresholding algorithm can obtain good results on images in which the gray level 

difference between objects and background is obvious. However, for the falling rock 

fragment images, due to the factors such as weather variation, dust, fragment touching, 

shadows and other noise, it is hard to segment image completely. To solve this problem, 

the paper proposes an adaptive threshold algorithm based on fuzzy comprehensive 

evaluation. In this algorithm, firstly, it segments a gray level image by using a global 
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thresholding algorithm which is evaluated and selected based on five widely used 

thresholding algorithms. Then, it adopts the thresholding algorithm on the touching 

fragment regions separately, the result will either meet the criterion or acquire abnormal 

size, shape, gray level difference and gradient magnitude. Finally, for the latter situation, 

it will repeat the operations until no fragment touching object can be separated further. 

The algorithm flow chart is shown in Figure 1. 
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Initial global threshold 
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Figure 1. Procedure of Adaptive Thresholding Algorithm on Fuzzy 
Comprehensive Evaluation For A Rock Fragment Image 

2. Image Preprocessing and Initial Segmentation 

 
2.1. Image Preprocessing 

Rock fragment images collected from a conveyor belt are RGB true color images. To 

reduce the processing data, the color images are converted into gray-scale images. Since 

the sky is as the background, the blue color dominates the images. According to RGB 

values of true color images and experience, the RGB components are transformed into a 

gray level image as: BGRX 5.03.02.0  . 

However, the quality of rock fragment images is affected by different kinds of noise in 

the image acquisition. Due to the uneven illumination and touching of fragments, the 

images are not clear enough, which is more difficult for the further image processing. To 

acquire better image segmentation results, the image preprocessing is necessary because it 

can reduce the effects, e.g., the smoothing processing aims to weaken the above noise and 

makes fragment more flat [5]. The improved median filter that makes image smoother (the 

average gray value of three neighboring gray values) is used in this study and the 

preprocessing results are shown in Figure 2. 
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Figure 2. Original Fragment Image and Its Preprocessing Result 

2.2. Initial Thresholding Algorithm 

In the selection of the initial thresholding algorithm, several classical thresholding 

algorithms have been tested and analyzed. The major tested algorithms contain Otsu, 

Maximum entropy, Moment-preserving and Iterative. The basic idea of these algorithms 

is: firstly, to statistic image pixel gray values, then through the grey value histogram to 

get a gray level threshold T )2550( T , finally, and to split the entire image into object 

regions and background regions by T. The object regions are where the gray values of 

pixels are less than T, and the background regions are where the gray values of pixels are 

greater than T. The result image can be simply presented as: 
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  （1） 

The thresholding result for an image intensively relies on T, therefore, how to 

determine T is the key of the image thresholding algorithm. As the comprehensively 

understanding for the comparison among the algorithms, a brief description for the 

classical thresholding algorithms (Otsu, Moment-preserving, Maximum entropy, and 

Iterative) are given as the follows.  

The Otsu algorithm
 
was proposed by Otsu in 1979 [6]. The basic idea is assuming that 

an image can be divided into two classes by using a threshold T: the object class and the 

background class. Firstly, the numbers of pixels are counted and the average values are 

calculated for both classes. Subsequently the variance between object and background 

classes is computed. At last, a gray value T is determined as the threshold when the 

between-class variance is maximum and the class variance is minimum. It is simple and 

gets good results for the images with a large grey level difference between objects and 

background, it meets the real-time request and has been widely used in many vision 

applications. 

The Moment-preserving algorithm was firstly studied by Tsai in 1985 [7]. It is a 

multi-thresholding algorithm based on image moments; the principle is to remain the 

moments of an image before and after the operation, and the result is more than one 

threshold to meet the application requirement. However, the cost of the calculation is too 

heavy to apply in a real-time system, therefore, in most cases, only one threshold is 

calculated and adopted, which is suitable for an on-line system.  

The Maximum entropy algorithm was suggested by Kapur [8]. The idea is that objects 

and background in an image are two different types of signal sources, so when the sum of 

these two types of entropy reaches to the maximum value, the corresponding gray value to 

distinguish objects from background is the suitable threshold. As seen from the definition 

of entropy, the smaller the difference is, the larger the entropy is. So if the selected 

threshold is suitable, the differences among the pixels in different regions can be smaller, 

the amount of information can be larger and the entropy can be larger; on the contrary, the 

difference will be larger, the information will be smaller and the entropy will also be 

smaller. Therefore, when the entropy of object and background regions gets the maximum, 

the corresponding gray value is the suitable threshold. 
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The procedure of the iterative algorithm (or optimal thresholding algorithm) is as 

follows. Firstly, it is supposed that an image contains two values combined with additive 

Gaussian noise. Subsequently, on the condition of obtaining the area percentage of objects, 

the means and their standard deviations can be calculated. Finally, the threshold can be 

obtained through an optimizing way. The implemented algorithm is for iterative (optimal) 

threshold selection, which can be found in [9]. 
 

 

Figure 3. Image Histogram 

When choosing a global threshold, there are often two large peaks and one apparent 

valley in the image histogram, which reflects the difference between the objects and 

background. The purpose of a thresholding algorithm is to find out the valley as the 

corresponding threshold. In general, the histogram of a rock fragment image in this study 

has a valley more or less (Figure 3). While the thresholds obtained by using the above 

described algorithms are different, they all fall in the valley region, so the segmentation 

results are different but similar. 
 

   
 (a) Original image (b) Otsu result (c) Iteration result  

  
 (d) Moment-preserving result (e) Maximum entropy result 

Figure 4. Results of Four Widely Used Thresholding Algorithms 

The experiment is carried out for comparing the global thresholding algorithms, and a 
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number of the falling rock fragment images (No.0-300) are used. As Figure 4 and Table 1 

shown, the Moment-preserving and Maximum entropy algorithms give a larger T which 

outputs the larger fragments than real ones, while the Otsu and Iteration result in a smaller 

T which produces a better result. However, the Iteration result depends on the pre-set 

initial threshold for some images, sometimes, the wrong threshold is obtained, e.g. T=0. 

Hence the Otsu algorithm is selected in this study. It can be seen from Figure 4, after the 

initial segmentation, the fragments are overlapping due to the small differences. Therefore, 

for these overlapping regions, a smart split algorithm is studied based on a number of 

rules. 

Table 1. Results of Four Threshold Segmentation Algorithms 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Image Segmentation based on Fuzzy Math 

The further image segmentation is to split touching fragments in a binary image which 

is the result from the initial global thresholding algorithm. To solve the fragment 

overlapping problem, the touching regions (clusters) are detected based on different rules, 

then, the Otsu operation is carried out on the cluster regions. The two steps are repeated 

until there is no region to be split.  
 

3.1. Definitions of Parameters for a Cluster Region 

As the literatures review, it can be faster and easier to split cluster regions of the rock 

fragments based on the size and shape characteristics in some cases [9-12], but it can 

inevitably produce the fault split lines without using the grey level information. Although 

the gray level difference among the rock fragments in a touching region is relatively small, 

the gradient and smoothness information of the touching region can be the basis for 

separating the clusters. The information of the gradient magnitude and gray level 

smoothness can still be extracted, so it can be used to describe the changes of the edges 

and the gray levels inside the region. As analyzed, the following characteristics can be 

used to identify whether a region is a fragment touching cluster or not. 

As the rock fragments are produced for railway, the size of fragments should be 

between 32-64 mm, and the shape of the fragments is usually an irregular polygon. So the 

major description about size and shape of an object region is as follows: 

Image number OTSU Moment preserving Iteration Max entropy 

0 102 104 102 117 

1 103 104 103 111 

3 99 101 100 111 

38 97 103 96 121 

44 100 105 100 119 

116 100 105 100 121 

118 100 104 101 111 

120 102 104 102 111 

130 103 108 103 121 

150 103 105 103 111 

152 103 105 102 117 

157 104 105 104 111 

159 101 102 101 111 

177 101 105 100 121 

182 103 109 103 121 

183 102 108 102 121 

184 104 109 104 125 

193 103 107 103 117 

228 103 106 103 111 

238 102 105 102 111 

255 103 106 103 111 

http://dict.cnki.net/dict_result.aspx?searchword=%e4%b8%8d%e5%8f%af%e9%81%bf%e5%85%8d%e5%9c%b0&tjType=sentence&style=&t=inevitably
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1) Area of a region: S 

It can be seen from the result of the global threshold segmentation that a very large 

area is the most significant feature of overlapping fragments. The area of a region can be 

defined with the number of pixels. The stable and simple way to calculate the area is to 

count the number of pixels within and on the boundary [13-14]. If the area of a region is so 

large, far greater than the threshold, i.e. STS, the region should be a fragment 

overlapping cluster. 

2）Perimeter of a region: L 

The perimeter of a region is important in distinguishing simple or complex shaped 

objects by combining the area. The perimeter of a region is defined as the length of 

boundary which belongs to the region. There are different representations to describe the 

perimeter, the calculation methods are different. In this paper, the perimeter is defined as 

the boundary area. If the perimeter of a region is very long, far greater than a threshold, i.e. 

LTL, the region should be a cluster. 

3) Shape factor of a region: F 

The shape factor here is used for describing the approach extent of a region to a 

circular, the shape factor of a circular is 1, so, the larger the difference between an object 

and a circular in shape is, the greater the difference between the object shape factor and 1 

is [15-16]. It defined as: 

 S

L
F

4

2


 （2） 

4) Gradient magnitude of an internal region: G 

After edge detection, the larger gradient magnitudes might show that the region is 

formed by more than one fragment. Gradient magnitudes can effectively show the 

variation of gray values in a region. The differential value of a random pixel in an image 

can indicate the change rate of its gray value, so it is used to define the gradient 

magnitudes, it sets the image function as ),( yxf , and the definition of gradient 

magnitudes at a point (x, y) is as follows: 
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Generally it uses the difference to approximate the differential; a typical formula can 

be defined as: 

            2
1

22
1,,,1,)],([  yxfyxfyxyxfyxfG  （4） 

5) Smoothness of an internal region: R 

The texture information is a basic characteristic in an image and the smoothness is its 

corresponding parameter; if a region is not smooth, it might be a cluster. The gray value 

variance of an image region can reflect the smoothness. It is defined as: 
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Where, NM  is the window size of a selected region, ),( 00 jiI


 is the average gray 

value of the region. 

 

3.2. Fuzzy Comprehensive Evaluation for Rock Fragment Parameters 

 

There are many factors to be considered when considering the rock fragment parameter 

information as the basis for the further thresholding operation. If only one factor is 

considered, the accurate judgment cannot be got. In addition, it is usually not manifest 

whether every object region needs to be further divided or not. So the fuzzy 
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comprehensive evaluation method, by integrating the evaluations of the major factors for 

each region, is used for solving this problem. The fuzzy comprehensive evaluation uses 

the principle of fuzzy relation synthesis, selects some factors that are ambiguously defined 

or difficult to do quantitative analysis, and makes the comprehensive evaluation. The 

main idea of the fuzzy comprehensive evaluation is to use the fuzzy linear transform 

principle and the maximum degree of membership principle, considering various factors 

related to the evaluation and making a reasonable comprehensive evaluation [17]. The 

comprehensive evaluation involves three elements:  

(1) Factor set:  muuuU ,,, 21  ; 

(2) Comment set:  nvvvV ,,, 21  ; 

(3) Single factor fuzzy evaluation, namely to evaluate the single factor  miui ,,1 : 

get a set F ),,,( 21 inii rrr  belonging to V, so it is a F mapping from U to V, the F mapping 

can determine a F relationship nmR  , R is the evaluation matrix: 
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While each of the evaluation factors has a different weight to make the decision on the 

evaluation result, it is required to weigh every evaluation factor. ),,,( 21 maaaA   

indicates the weights of the factors. By combining the weight set and the evaluation 

matrix, the comprehensive evaluation set is obtained as ),,,( 21 nbbbB  . Finally, 

based on the principle of the maximum degree, the biggest factor selected from the 

comprehensive evaluation set is the comprehensive evaluation result. 

The factor set consisting of the rock fragment parameters is the basis of the 

comprehensive evaluation and it will affect the authenticity, reliability of the evaluation 

result. The selected factors should be able to fully reflect the gray scales of fragments and 

shape features clearly. So, area, perimeter, shape factor, gradient magnitudes and 

smoothness of an object region are selected to be the main factors as a set. The result of 

the comprehensive evaluation, namely the comment set, can give the information if the 

detecting region needs to be further split. There are many methods to determine the 

weight of each factor; the widely used method is the statistical one, such as Analysis 

Hierarchy Process. The statistical method requires to query the professional experts who 

have rich experience to give the most appropriate weight of each factor and to make 

statistical analysis. 

For the definition of the evaluation matrix, the effect for the evaluation result caused by 

each of the factors individually is to be known. the evaluation matrix is made up with the 

membership degree of each factor, therefore, the determination of the membership is the 

key step. There are a variety of ways to determine the membership function, such as 

rationalistic, fuzzy statistics, tracheotomy, dualistic contrast compositor method and so on. 

Fuzzy statistics method requires a lot of statistical experiments to determine the result by 

using the logical reasoning. For example, to determine the membership of a fixed element 

u0 belonging to universal U to a fuzzy set A*, u0 is fixed, and A* is a dynamic set. After n 

times fuzzy statistical experiments, one can determine the degree of the membership like 

this: 

n

Auoftimes
toAumembershipthe

"" 0
0




 
With the increase of n, the frequency of the membership is of stability, which is the 

membership degree of u0 to A. After many statistics for rock fragmentation images and 

http://dict.cnki.net/dict_result.aspx?searchword=%e6%a8%a1%e6%a3%b1%e4%b8%a4%e5%8f%af%e7%9a%84&tjType=sentence&style=&t=ambiguous
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observation of the touching fragment situation, the membership of each factor in the 

region can be obtained, thus, the curve fit is made and the membership function is got. 

After statistics, the membership of each factor is stable and these memberships form the 

member functions as follows: (the function fitting results are shown in Figure 5) 

The membership function of the area (see Figure 5) and the evaluation parameters of 

the fitting result are: SSE: 0.75, R-square: 0.9823 

 
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The membership function of the perimeter (see Figure 5) and the evaluation parameters 

of the fitting result are: SSE: 2.007, R-square: 0.9361 
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The membership function of the shape factor (see Figure 5) and the evaluation 

parameters of the fitting result are: SSE: 0.0473, R-square: 0.9601 
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The membership function of gradient magnitudes (see Figure 5) and the evaluation 

parameters of the fitting result are: SSE: 0.6665, R-square: 0.8756 
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The membership function of the smoothness (see Figure 5) and the evaluation parameters 

of the fitting result are: SSE: 1.145, R-square: 0.8072 
   
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For the fitting function, the original data has to be normalized and centered, the 

centered method is: 

)(
)(

xstd
xmeanx

y



 

Where, x is the original data, mean is the mean of x, and std is the standard deviation 

of x. Accordingly, the above expression in function x is a data conducted through the 

center and normalization. The standard of the function partition is with the normalized 

data. There are errors between fitting and experimental data, the parameters to evaluate 

the result are: the sum of squares due to error (SSE) and the determination coefficient 

(R-square). 

   
 (a) Membership function of S (b) Membership function of L (c) Membership function 
of F 
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 (d) Membership function of G  (e) Membership function of R 

Figure 5. Five Membership Functions for Rock Fragments 

For evaluating the curve fitting, SSE is closed to 0, the better result of the curve fitting 

is obtained and R-square is closed to 1, the better result of the curve fitting is acquired. 

Each quality parameter of the curve fitting is shown above, and the result is well (see 

Figure 5). 

For each fragment region, after getting its parameters, the evaluation matrix is obtained 

by the membership functions. Then the evaluation matrix is combined with the weight set 

to get the final comprehensive evaluation set. The weight set derived by statistical 

analysis is: A = (0.4, 0.2, 0.2, 0.1, 0.1). 

Each of the factors is corresponding to area, perimeter, shape factor, gradient 

magnitudes, and smoothness. 
 

4. Experiments and Comparison Analysis 
 

4.1. Fuzzy Comprehensive Evaluation Results 

The parameter information of the initial image segmentation result needs to be 

acquired before the fuzzy comprehensive evaluation. The multiple images are analyzed, 

as an example, after labeling and tracking for each object, the area, perimeter and shape 

factors are obtained. These parameters such as gradient magnitudes and smoothness data 

of the original image are shown in Table 2. 
 

Table 2. Parameters Obtained from Otsu Algorithm  

Area 

(pixel) 

Perimeter 

(pixel) 
Shape factor Gradient Smoothness 

80 45 2.0143 5.2773 92.2953 

210 123 5.733 13.1659 461.9497 

521 84 1.0777 4.1948 166.4494 

653 84 0.8599 7.7726 118.5187 

721 93 0.9546 6.3419 127.6846 

790 105 1.1106 8.559 115.6598 

1056 119 1.0671 6.0859 115.0897 

1091 112 0.915 13.061 126.4722 

1265 148 1.3779 4.5952 152.8139 

1543 312 5.0203 4.9893 247.6088 

1560 194 1.9199 5.1976 140.3962 

1638 183 1.627 5.3799 137.1234 

2028 241 2.2791 3.5323 176.308 

3242 349 2.9897 4.6111 192.1662 
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4055 358 2.5152 3.2041 195.8393 

6844 607 4.2841 3.6239 217.3988 

 

In Figure 4, for example, the objects are labeled in the binary image (Figure 4(b)) after 

the grey level image segmentation by using a global threshold, the boundary chain code 

method is adopted to gain area, perimeter and shape factor of each rock fragment region. 

Gradient magnitudes and smoothness information are obtained from the original image 

regions (corresponding to the labeled regions in the binary image). The parameters 

obtained from the initial thresholding algorithm are firstly normalized and centered, and 

then the membership of each individual factor through the membership function is 

calculated, next, the membership is combined into the evaluation matrix, finally, the 

evaluation matrix is multiplied to the weight set to gain the final evaluation set. The two 

sets of rock fragment parameters are taken from Table 2, e.g., the fuzzy comprehensive 

evaluation is performed. The main working steps are as follows: 

According to the principle of the maximum membership degree, the regions 1 and 2 do 

not need the further image segmentation, but the region 3 needs to be further divided. 

1) Factor set: 

 

Table 3. First Set of Data 

  Original Data Centered Data Membership  

Area 210 -1.7023 0.05292 

Perimeter 123 -1.2035 0.1492 

Shape Factor 5.733 2.1622 0.4067 

Gradient 13.1659 0.7157 0.1421 

Smoothness 461.9497 0.1480 0.2883 

Table 4. Second Set of Data 

  Original Data Centered Data Membership  

Area 1056 -1.2273 0.0861 

Perimeter 119 -1.2407 0.1068 

Shape Factor 1.0671 -1.3352 0.2410 

Gradient 6.0859 -0.8335 0.1382 

Smoothness 115.0897 -1.2965 0.3753 

 
Table 5. Third Set of Data 

  Original Data Centered Data Membership  

Area 4055 0.469 0.9944 

Perimeter 358 0.6087 0.9964 

Shape Factor 2.5152 -0.1585 0.7339 

Gradient 3.2041 -1.4444 0.7430 

Smoothness 195.8393 0.3092 0.5348 

 
2) Evaluation matrix: 
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 0.7117    0.2883

 0.8579    0.1421

 0.5933    0.4067

 0.8508    0.1492

 0.9471    0.0529
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











0.4652    0.5348

0.2570    0.7430

0.2661    0.7339

0.0036    0.9964

0.0056    0.9944

3R  

3) Weight set: 

A=（0.4,0.2,0.2,0.1,0.1） 

4) Comprehensive evaluation set: 
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B1=A*R1= (0.1701 0.7299) 

B2=A*R2= (0.1467 0.7533) 

B3=A*R3=(0.7722 0.1278) 

 

4.2. Final Image Segmentation Result Analysis 

The local threshold segmentation is carried out on the basis of the results by the initial 

global thresholding algorithm. The result of the initial segmentation will have an effect on 

the result of the local thresholding, thus, only the local thresholding results in the same 

case with the global thresholding are compared. The final result of the adaptive 

thresholding algorithm is shown in Figure 7 and Figure 8. 
 

 

Figure 6. Artificial Screening, Initial and Final Segmentation Results 

There is little difference among the fragment numbers of sieving, initial segmentation 

and new segmentation algorithms for the same image. A number of images are chosen to 

process by using these methods and the fragment numbers from the three methods are 

shown in Figure 6. Compared to the initial segmentation, the result from the new 

segmentation algorithm is close to the one by using the sieving method, and its accuracy 

rate is up to 90%. Touching regions are well separated on the basis of the initial 

segmentation, and the final image segmentation results for different images by the new 

algorithm are shown in Figure 7. It can be seen that after the initial segmentation, there 

are shadows in fragments (as arrow illustrated), they can be separated by the local 

thresholding algorithm especially for the shadow part.  

In Figure 7(a1), there is a large cluster in the middle of the image, it includes at least 7 

fragments as shown in (b1), 7 touching fragments are well split based on gradient, shape 

and grey level flatness, but it is difficult to adjust if the remaining relative large object is a 

touching cluster. The similar situation is also in Figure 7(a2-c2). In Figure 7(a3, a4), there 

are several clusters in each image, but the largest cluster in an image involves only 3 

fragments, the segmentation results are satisfactory. Table 6 shows the detailed 

segmentation information and the processing accuracy is over 95% compared to human 

vision. We did the same tests for more than 300 images, the results are similar. Even 

though, there might be some special touching regions that cannot be split by the studied 

algorithm, which might be caused by other reasons such as fuzzy shapes and very vague 

touching regions, which is the further work for the continuation of this studies. 

Another example is shown in Figure 8 and Table 7 and the results in each step by the 

new algorithm are presented. In some original images, there are some fragment shadows. 
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It will affect the image segmentation results by an ordinary image segmentation algorithm 

while through the new algorithm the influence can be intensively decreased. As Table 7 

shown, the accuracy is over 96%. 

   
(a1) (b1) (c1) 

   
(a2) (b2) (c2) 

   
 (a3) (b3) (c3) 

   
(a4) (b4) (c4) 

Figure 7. Initial and Final Image Segmentation Results: (A) Original Image; 
(B) Initial Segmentation Results; and (C) Final Segmentation Results 

Table 6. Image Segmentation Result Analysis For Figure 7 

Original image Fragment No. Cluster No. Result No. Accuracy 

a1 23 2 22 95.7% 

a2 26 4 25 96.2% 

a3 26 3 25 96.2% 

a4 23 3 22 95.7% 

Sum 98 12 94 95.9% 

 



International Journal of Hybrid Information Technology 

Vol.8, No.6 (2015) 

 

 

Copyright ⓒ 2015 SERSC  177 

  
 (a1) (b1) (c1) (d1) 

   
 (a2) (b2) (c2) (d2) 

    
 (a3) (b3) (c3) (d4) 

   
 (a4) (b4) (c4) (d4) 

Figure 8. Results Of Each Step In The New Algorithm: (A) Original Color 
Images; (B) Gray Scale Images; (C) Initial Segmentation; And (D) Final 

Segmentation 

Table 7. Image Segmentation Result Analysis for Figure 8 

Original image Fragment No. Cluster No. Result No. Accuracy 

a1 20 5 20 100% 

a2 20 2 20 100% 

a3 28 7 27 96.4% 

a4 22 3 22 100% 

Sum 90 17 89 98.9% 

 

4.3. Comparison to Other Algorithms 

To validate the new image segmentation, other three classical image segmentation 

algorithms (Cluster analysis, Graph based, FCM)
 
[18-20] are coded and used to test the 100 

fragment images in this study. Figure 9 and Table 8 show an example of the comparison 

of four algorithms. For the image in (a1), the Cluster analysis algorithm and the Graph 

based algorithm merge the fragments at the right top and background into a large cluster, 

the FCM algorithm outputs edge regions with clusters, the new algorithm gives a 
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excellent segmentation result where the fragments cut by image frame are of light color 

and the split lines are also in the light color. For the image in (a2), the three classical 

algorithms produce a lot of clusters (5-8), in addition, the Cluster analysis algorithm 

outputs only the edge regions without fragments in some parts, which is different to the 

FCM algorithm that gives the edge region for every fragment, the new algorithm performs 

relatively well, except for one cluster which is vague by human vision. The other two 

image processing results are the similar to that above. 

 

 
 (a1) (b1) (c1) (d1) (e1) 

 
 (a2) (b2) (c2) (d2) (e2) 

 
 (a3) (b3) (c3) (d3) (e3) 

 
 (a4) (b4) (c4) (d4) (e4) 

Figure 9. Image Segmentation Results By Using New Algorithm And Other 
Three Algorithms: (A) Original Image; (B) Clustering Analysis; (C) Graph 

Segmentation; (D) Fcm Segmentation; And (E) New Algorithm 

Table 8. Comparison Between Four Algorithms For Figure 9 

Original image Clustering analysis Graph 

segmentation 

FCM segmentation New algorithm 

a1 2 3 3 0 

a2 8 7 5 1 

a3 6 6 3 1 

a4 4 4 3 1 

Sum 20 20 14 3 

 

5. Conclusions 

Image segmentation is the key technology for rock fragments in an on-line system, 

compared to the widely used classical algorithms (Cluster analysis, Graph based, FCM), 

the general global thresholding algorithm is simple, fast and stable. However, it is difficult 
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to solve the fragment overlapping problem. This paper studied an adaptive thresholding 

algorithm which is on the basis of image preprocessing by using the Otsu thresholding 

algorithm for the initial image segmentation, after that, based on the fragment shape, size, 

gradient magnitudes and gray level information, it takes advantage of rock fragment 

characteristic parameters to find out the touching fragment clusters for the further splitting 

by using fuzzy comprehensive evaluation method. In the fuzzy comprehensive evaluation 

method, the area, perimeter, shape factor, gradient magnitudes and smoothness for an 

object region are selected to setup the different membership functions that are defined by 

a large number of tests in this study. The experimental results show that the algorithm can 

make a better effect for rock fragment image segmentation than the Cluster analysis, the 

Graph based and the FCM algorithms; therefore, it can be applied for the rock fragment 

detection in an on-line system of falling stream fragments. The further research is to 

expand the applications of the new algorithm, such as other on-line detection/monitoring 

systems which can acquisite the similar images containing complex and touched 

multi-objects (e.g., various particle images). 
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