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Abstract 

Semantic similarity is a core technique of many NLP research fields. However, state-

of-the-art metrics for semantic similarity computation often operate at different levels, 

e.g., words or sentences. In this paper, semantic similarity computation metrics are firstly 

introduced and the quality is measured in order to determine their advantages and 

limitations; then a new semantic similarity metric based on multi-features fusion is 

proposed. Distributed representations of words are used for alignment-based 

disambiguation operation, and Wikipedia tags are used to enhance the performance of 

our approach. The proposed metric is unsupervised, and can be applied at different levels 

e.g., single words or entire documents. The metric is evaluated on both English and 

Chinese datasets, it is shown that the precision and recall scores are higher than metrics 

which simply using knowledge base or distributed representation of words. 
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1. Introduction 

Semantic similarity is an essential technique for many applications in Natural 

Language Processing such as query expansion [1], Word Sense Disambiguation, and 

Question Answering. Evaluating semantic similarity is a central issue in many 

research areas such as Psychology, Linguistics, Cognitive Science, and Artificial 

Intelligence. Semantic similarity can also be exploited to improve accuracy of 

current Information Retrieval techniques [2].  

Generally, supervised approaches and unsupervised approaches are two main 

categories to measure semantic similarity. The former consult human-built 

knowledge bases such as ontology. Compare with supervised approaches, 

unsupervised methods assume that the semantic similarity between words or texts 

can be extracted from the context by statistical analysis. 

One problem faced by this line of work is that, by their nature, metrics for 

semantic similarity computation often have effect at different levels: methods for 

words, sentences and documents, which often make them inapplicable at the word or 

sentence level. 

In this paper, we propose a unified approach for semantic similarity computation across 

multiple representation levels from words to documents, which offer one major 

advantage. The approach is useful independently of the input levels, which enables 

semantic similarity comparisons between different scales of texts. 

The remainder of this paper is organized as follows: Section 2 provides some 

background information in the area of semantic similarity computation. In Section 3, the 

details of the proposed semantic similarity computation algorithm are discussed. Section 4 

uses two datasets to compare the proposed method with several similarity metrics. Finally, 

we conclude the paper in Section 5; possible extensions of the proposed metric are also 

mentioned. 
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2. Related Work 

Metrics that measure semantic similarity can be classified into two main branches: 

supervised metrics and unsupervised metrics. 

 

2.1. Supervised Metrics 

In our case, supervised metrics mean that knowledge bases are used as resources 

for computing the semantic similarity, and the most used resources are Word Net, 

HowNet and ontology. 

Path-based metrics are the most popular methods which referring to the ontology. The 

value of semantic similarity is computed by considering the number of links between 

concepts. Obviously, the less number of links separating the concepts the more similar 

they are. This equation is modeled as follows [3]: 
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Where l is the length of the shortest path between 
i

c  and
j

c , h is the level in the 

tree of the MSCA (Most Specific Common Abstraction) from
i

c  to 
j

c . The 

parameters α and β represent the contribution of the shortest path l and h. The 

optimal values for these parameters, determined experimentally, are: α=0.2 and 

β=0.6. 

Information theoretic approaches are another branch to compute semantic 

similarity using ontologies, which employ the notion of Information Content (IC), 

which can be considered measuring the amount of information a concept expresses. 

Resnik [4] was the first to use this method, the similarity depends on the amount 

of information two concepts have in common. The idea is modeled as follows: 
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Where S (ci,cj) is the set of concepts that subsume 
i

c  and 
j

c . 

Pilehvar M T propose a unified approach for measuring semantic similarity called 

ADW, which uses Word Net as knowledge base and operates at multiple levels, all 

the way from comparing word senses to comparing text documents. 

 

2.2. Unsupervised Metrics 

Unsupervised metrics can be divided into three main categories: co-occurrence 

approaches, web based approaches and distributed representation. Co-occurrence 

approaches assume that the semantic similarity between words can be expressed by 

association ratio, which is a function of their co-occurrence. Web-based approaches 

use search engines to construct text corpus by exploiting the web source. And 

distributed representation is an efficient method for learning high-quality distributed 

vector representations that capture a large number of precise syntactic and semantic 

word relationships. 

Mutual information (MI) measures the mutual dependence between the occurrence of 

words wi and wj [5], the maximum likelihood estimate of MI is: 
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Cilibrasi and Vitanyi proposed a search engine based similarity method, called the 

Normalized Google Distance [6], to calculate the relationship between two words, defined 

as follows: 
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The attributes f(wi) and f(wj) represent the number of search results of the words 

wi and wj, respectively. The attribute log f(wi, wj) represents the number of Web 

pages containing both wi and wj. 

The word representation is computed by neural networks, the learned vectors 

explicitly encode many linguistic regularities and patterns . Many of these patterns 

can be represented as linear translations. This metrics provide state-of-the-art 

performance for measuring syntactic and semantic word similarities in several test 

sets [7]. 

 

3. Multi-Features Based Similarity Metrics 

In this section, a similarity metric based on multi-features is proposed, it combines the 

advantages of both supervised approaches and unsupervised approaches, Sogou corpus 

and Wikipedia corpus are used as our training dataset for computing continuous vector 

representations of words.  First TFIDF method is used to extract frequent words from 

texts to be compared,  then the vector representations of frequent words is computed, 

word representation is also used to extend texts in the case of one text is much shorter 

than the other, the basic assumption behind this is that similarity of context represents 

similarity of meaning.  Finally, Wikipedia tags are used as domain knowledge, and an 

unsupervised Wikipedia tags learning algorithm is proposed to improve the results of 

semantic similarity computing. Coefficients are assigned to each feature, and a score 

between [0, 1] is computed for each pair of compared texts. 

 

3.1. Word Representations in Vector Space 

The objective of training the model is to find vector representations that are 

useful for predicting the surrounding words in a sentence or a document. More 

formally, given a sequence of training words w1 w2, w3,  , wT, the goal is to 

maximize the average log probability: 
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Where c is the size of the training context, the basic formulation defines  
tjt

wwp |
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using the soft ax function: 
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Where 
w

v  and 
'

w
v  are the “input” and “output” vector representations of word w, 

and W is the number of words in the corpus. 

A computationally efficient approximation of the full softmax is the hierarchical 

softmax [8]. The main superiority is that it only needs to evaluate about  log2 (W) 

nodes instead of evaluating W output nodes in the neural network to obtain the 

probability distribution. The hierarchical softmax uses a binary tree to represent the 

output layer with the W words as its leaves; each word w can be reached by an 

appropriate path from the root of the tree: 
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Where     xx  exp11 . 

In very large corpus, we used a simple sub sampling approach to counter the 

imbalance between the frequent words and rare words: the probability of each word 

wi in the training set is computed by the equation: 
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Where f (wi) is the frequency of word wi and t is a threshold, typically around 

10
−5

. 

 

3.2. Alignment-Based Disambiguation 

Generally, semantic comparisons do not have senses of their lexical content 

annotated, however, traditional forms of word sense disambiguation are hard for 

short texts or single words because there is not enough contextual information 

presented to perform the disambiguation task. Therefore, we propose a novel 

alignment-based disambiguation algorithm that leverages the content of the paired 

item (words) in order to disambiguate each element.  

Given two randomly ordered texts, we use word vector representation to seek the 

semantic alignment that maximizes the similarity of the context words in both texts. 

To find this maximum we use an alignment procedure that, for each word wi in text 

T1, assigns wi to the word wj that has the maximal similarity in the compared text T2. 

Algorithm 1 formalizes the alignment process, which produces a sense 

disambiguated representation as a result. 

 

Algorithm 1 Alignment-based Sense Disambiguation 

Input: T1 and T2, the sets of words being compared 

Output: M, the match word pairs for T1 and T2 

1.   M   

2.   for each word wi 
 T1 

3.       max_sim 0 

4.       for each word wj 
 T2 

5.           sim
 

ji
wwS ,  

6.           if sim > max_sim  then 

7.              max_sim = sim 

9.        
ji

wwMM ,  

10.  return M 

 

We use the two example texts T1 and T2 to illustrate the alignment-based 

disambiguation procedure, Figure 1 illustrates example alignments of the two texts. 

T1: 领导训斥了职员。 

T2 : 员工被老板批评了。 
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领导 训斥 职员

员工 老板 批评

0.27

0.36

0.29 0.25

0.31 0.56 0.19

0.32

0.41

 

Figure 1. Example Alignments of Two Texts 

Figure 1 shows the maximally-similar sense alignment of the words in T1 and T2. 

The algorithm generates the following alignment sets of matches: 

 员工批评，职员老板，训斥领导 M  

 

3.3. Unsupervised Wikipedia Tags Learning Algorithm 

Wikipedia is a collaboratively edited, multilingual, free Internet encyclopedia  that 

composed by tags or concepts [9]. Each tag is explained by an article, which 

corresponds to a set of categories. In this paper, we propose an unsupervised cluster-

based algorithm which assigns Wikipedia tags to texts automatically.  

We use vwi to represent the distributed vector of word wi, and Equation (9) to 

represent the distributed vector of a sentence: 
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Where S is a sentence and n is number of words of S. 

 

Algorithm 2 Automatic Learning Algorithm 

Input:  
n

tttT ,,,
21
 , the sets of Wikipedia tags 

            S, a sentence to be assigned tags 

Output:  
mt

tttT ,,,
21
 , the match tags for S 

1.   Tt   

2.   Sim   

3.   compute the distributed vector of S 

4.   for each tag ti 
 T 

5.        
itS

tSDsim
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,
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6.        add 
i

tS
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,
to Sim 

7.    Tt
 Choose top 5from Sim 

8.  return Tt 
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Then the semantic similarity computation metrics based on multi-features Fusion 

is proposed, we take all the features into account, using SimBOW to represent the 

similarity based on BOW (bag of words), using Simw2v to represent the similarity 

based on word representation, and Simwiki to represent the similarity based on 

Wikipedia tags. 

       
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 ,,  are the coefficients and 1  . Determined experimentally, are: 

 =0.2,  =0.4,  =0.4. 

Then we use the Min-max normalization method to map the similarity value into 

[0, 1]. 
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4. Experiments 
 

4.1. Experiment Preparation 

Data. Measuring semantic similarity of textual items has applications in a wide variety 

of NLP tasks. Microsoft Research Paraphrase Corpus (MSRP) containing 5800 pairs of 

English sentences which have been extracted from news sources on the web, along with 

human annotations indicating whether each pair captures a paraphrase/semantic 

equivalence relationship [10]. To measure the approach we proposed, we also use a 

Chinese Teaching Dataset (CTD) which contains 10000 pairs of mappings between 

teaching texts and resources. Table 1 and Table 2 show the statistics of the two datasets. 

Table 1. Statistics of the MSRP Dataset 

 MSRP Training Test 

Total 5801 4076 1725 

Semantic equivalence 3900 2753 1147 

Non-semantic equivalence 1901 1323 578 

Table 2. Statistics of the Chinese Dataset 

 CTD Training Test 

Total 10000 7500 2500 

Semantic equivalence 8000 6000 2000 

Non-semantic 

equivalence 
2000 1500 500 

Comparison Metrics. We compare our metric (BDV) against ADW [11] and 

word2vec [12]. ADW uses Word Net as knowledge base and operates at multiple levels, 

all the way from comparing word senses to comparing text documents, which achieves 

better results than top 3 systems of SemEval-2012. Word2vec is an efficient unsupervised 

implementation of the continuous bag-of-words and skip-gram architectures for 

computing vector representations of words developed by Google. 
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4.2. Evaluation Metric 

We choose precision, and recall, as the evaluation metrics. 

 FPTPTPecision Pr                                              (12) 

 FNTPTPcall Re                                               (13) 

Where TP is the number of returned equivalent pairs of texts, FP is the number of 

returned pairs of equivalent texts which are not equivalent; and FN is the number of 

returned pairs of in equivalent pairs of  texts that are actually equivalent. 

 

4.3. Experimental Results 

  is the threshold which changes from 0.0 to 1.0. The precision and recall of the three 

metrics on the MSRP are shown in Figure 2 and Figure 3. In Figure 2, the precision of 

BDV is a little higher than ADW, and they are both much higher than word2vec. That is 

because both BDV and ADW use some knowledge bases (Wikipedia tags and Word Net) 

to enhance the results, and BDV also uses word representation to enhance the 

performance. In Figure 3, BDV and ADW have better recall than word2evc, which is also 

because, the use of knowledge bases. The recall drops very fast when 6.0 , which 

suggests we can use 6.0  as the threshold. 

The precision and recall of the three metrics on the CTD are shown in Figure 4 and 

Figure 5. In Figure 4, the highest precision is achieved by BDV, and the lowest is ADW. 

That is because CTD is a Chinese dataset, and the knowledge base ADW used (Word Net) 

has no effect on it. Word2vec also has better performance than ADW, which is because 

word2vec is language irrelevant and the performance is relatively stable. In Figure 5, 

BDV and word2evc have better recall than ADW, which is also because the use of 

knowledge base (BDV) and the characteristics of language irrelevant (word2vec). 
 

 

Figure 1. Precision with Different Threshold(Alpha) Based on CTD 
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Figure 2. Recall with Different Threshold(Alpha) Based on CTD5. 

Conclusion 

In this paper, a new semantic similarity computation metric based on multi-

features Fusion is proposed. The approach can be applied to both words and entire 

documents. The performance of the metric was evaluated on English sentence 

corpus MSRP and a Chinese dataset. 

Good precision and recall scores were achieved by using the proposed metric. In the 

future, we plan to apply this metric into more NLP tasks such as recommendation systems 

and multilingual search engine. 
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