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Abstract 

As one of the driving forces changing the way research and industry uses 

virtualization, distributed computing, internet, software and web services today, cloud 

computing stands tall. A cloud is an ecosystem of data centers, distributed servers, and 

clients all interconnected to each other. The unique selling point of a cloud is its reduced 

cost of ownership in comparison to traditional models. This primary advantage is 

complemented by fault tolerance, high availability opportunity, scalable and flexible 

structure, reduced infrastructure overheads for users, and services that can be accessed 

as and when required. One of the challenges that face cloud computing is load balancing. 

Load balancing assures optimum use of available resources, thereby, enabling 

consistency and performance of the overall system. An imbalance of load causes a single 

node or nodes to operate beyond its optimum levels. As a result, there could be either a 

gradual or a rapid loss in overall efficiency of the system leading to increase in emission 

rates and inefficient use of energy. In this paper, we have focused on resourceful load 

balancing coupled with a technique which reduces flooding. We have discussed how a 

combination of these is able to ensure efficient routing with reduced carbon emission. 

 

Keywords: Cloud computing, static load balancing, dynamic load balancing algorithm, 

honey bee algorithm, packet flooding, search optimization 

 

1. Introduction 

The popularity of cloud computing has witnessed a surge over the last few years. 

Among the repertoire of services that it provides, cloud computing facilitates a resilient 

and yet a flexible system according ease of use in storing and retrieving data and 

information. This is evident when handling very large sets of files and data among users 

located at various points across the globe. Managing large volumes of data is a task that 

demands constant attention. To this effect, several techniques are employed to minimize 

resistance in operations and to optimize user experience to accord a level of performance 

that is deemed satisfactory. It becomes imperative, therefore, to conduct research in areas 

related directly to cloud computing to enhance utilization of storage and boost download 

times for users. One of the most stern challenges in this field happens to be is the 

balancing of load factors in real-time or dynamically, with scheduling of task. Algorithms 

for load balancing were examined almost extensively in various settings. With cloud 

computing, however, additional obstacles must be addressed and solved for smooth 

functioning. 

Diverse constraints and high latency in communications must be overcome so that 

cloud nodes can be assigned tasks as quickly as possible. This is a prime concern in cloud 

computing resource optimization. Algorithms are classified as either static or dynamic in 

the context of load balancing. Static algorithms are suited where conditions are 

homogenous and stable. In such cases, static algorithms are able to deliver consistent 

results which are usually satisfactory. They do suffer in terms of their inflexible nature 
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and inability to cope with dynamically changing attributes caused during process 

execution. On the other hand, dynamic algorithms are more flexible. These take into 

account the variations in attributes in a system before and in run-time. Further, these 

algorithms are able to accommodate alterations and have the ability to produce better 

results insofar as mixed dynamic environments are concerned where multiple products 

from assorted vendors are made to run at same or different levels.  

With increasing complexity and vigorous nature of distribution attributes, a number of 

these algorithms can begin to perform below par. These then, may be themselves be 

deemed as unnecessary with service levels and overall performance dipping down below 

what might be viewed as being acceptable. In this paper, we present a literature survey of 

an assorted number of load balancing algorithms developed and targeted specifically for 

cloud computing systems. While bringing forth an overview of these algorithms, we also 

discuss the properties that each of these possess. 

An interesting algorithm that we discuss in our work is the honey bee algorithm [13]. 

This, as evident from the name itself, is derived from the behavior of the honey bees. 

These bees follow a sequence of actions for searching, locating, and harvesting food 

sources. A somewhat similar approach is also applicable in cases of distributed systems 

where one of the primary concerns is to balance load. Broadly, the honey bees can be 

classified into two groups comprising forager bees and scout bees. The former wanders in 

search of food, and upon locating a source returns to the beehive to deliver information on 

the quality, quantity and the distance from the hive to the food source. The latter then 

follows the forager bees to extract the food. Upon returning to the hive, the scout bees 

share with the other worker bees, information on the food that remains to be gathered. 

This information is used by the honey bees to make a decision to either revisit the food 

source or abandon it. This is an example of a decentralized load balancing procedure. 

Performance of system is augmented with increase in variations and disparateness. But 

throughput is not increased with an increase in size of system [14]. The algorithm is able 

to deliver the best performance where varying forms of services are needed.  

In our proposed method, we have used Billboard Manager (BM) [15], as an electronic 

device which is able to obtain data involving capacity, shortest node distance and related 

information of a cloud server. The BM, in order to balance load optimally, is placed in a 

position to directly control the cloud server. This is done to distribute load among the 

cloud servers as quickly as possible. This leads to reduction of power consumption which, 

in turns, minimizes the rate of carbon emissions. While not being a cost-effective 

approach, it does, however, have a positive effect on our environment as it assists in 

reducing carbon emissions. 

Our paper is segregated into several sections wherein we discuss related work in 

Section 2. Subsequently, in Section 3, we discuss our proposed method and approach. In 

Section 4, we present an algorithm for our proposed method. And in Section 5, we follow 

that up with a flow chart explaining the flow of steps. In Section 6, we analyze the results 

that we have observed. We arrive at our paper's conclusion in Section 7. Finally, we 

present a list of references, in Section 8, of authors whose works we have referred to in 

our work. 

 

2. Related Work 

In this section, we discuss acknowledged and published works in the annals of load 

balancing in cloud computing. We segregate load balancing algorithms into two types – 

static algorithms and dynamic algorithms. We begin by discussing static load balancing 

algorithms targeted at meeting cloud computing requirements. Following which, we will 

discuss dynamic load balancing algorithms. 
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1.1 Static Load Balancing Algorithms 

Assigning tasks to nodes subject to the ability of the node to process new requests is 

what static load balancing algorithms are designed for. This activity involves prior 

knowledge of the resources and capabilities of each node. Parameters such as processor 

performance, memory available, storage capacity, and the last known communication 

history are also key factors included by such algorithms. While existing communication 

performance history might be considered, static algorithms are usually not concerned with 

dynamic alterations to these attributes at run-time. Algorithms such as these are unable to 

cope with changes in load while processes are running. 

The Central Load Balancing Decision Model, or CLBDM [1], was an algorithm 

suggested by Radojevic. This algorithm is essentially a modified version of the Round 

Robin algorithm which works on the principle of session switching at the application 

layer. The CLBDM offers improvement over this functioning of Round Robin. The latter 

[2] itself is a well-known load balancing algorithm. It functions by forwarding requests to 

the node which has the least number of connections. CLBDM works by calculating the 

time it takes to connect the client and the cloud node. If this connection time exceeds a set 

threshold, then it warns of an issue. This is a marked improvement over the Round Robin 

algorithm. In case such an issue is detected, termination of the particular connection takes 

place. The task is then forwarded to another node based on stipulations of the Round 

Robin algorithm. CLBDM can, therefore, be considered as an administrator which 

functions autonomously and requires no intervention or constant attention. This is 

analogous to a human administrator and the idea behind creation of CLBDM came from 

the actions and perspective of a human administrator.  

The algorithm as proposed by Kumar [3] is an improvement over the algorithm [4]. 

Both these algorithms use behavior of ants to collect information on cloud nodes before 

assigning tasks to particular nodes. The algorithm [4], however, suffers from the ants’ 

synchronization problem. The author [3] has tried to work out this problem by 

incorporating the “suicide” feature in the ants’ behavior. The two algorithms begin 

working once a request is made. This is similar to release of pheromones when the ants 

begin to work their way forward. In the case of the algorithms, these two move forward 

from the “head” node. 

A forward movement implies that an ant is proceeding from an overloaded node, and it 

is on the lookout for the next available node to see if it is overloaded or not. In case, it 

finds a node that is not loaded to the mark, or is under-loaded, it will move ahead to check 

the next one. If the next one is an overloaded node, the ant will move backwards to arrive 

to the previous node from where it last left. The algorithm [3] adds to this mechanism the 

action of committing suicide by the ant once it locates the suitable node target. This has 

the effect of preventing unwanted movements in the reverse direction. 

Proposed in this algorithm [5] is a supplement to the Map Reduce algorithm [6]. The 

Map Reduce model does two actions. It maps tasks, and then follows it up by reduction of 

the tasks results. The model offers three methods in addition to the tasks. These three 

methods are the part method, the comp method, and the group method. First, the part 

method is executed by Map Reduce to begin task mapping. In this step, the request entity 

is segregated into different sections using the Map tasks. Next, the keys to corresponding 

parts are saved in a hash key table. It is the comp method which conducts comparisons of 

the parts. After comparing of the parts, the group method takes over. It assembles the 

parts, using the Reduce task, into entities that closely resemble each other. It is possible 

for the Reduce tasks to become overloaded since more than one Map task can read entities 

simultaneously for processing. In view of this, it has been proposed in this paper, to add 

another load balancing level layered between the Map and the Reduce tasks. This median 

load balancing would divide only large tasks into smaller ones. In turn, the smaller tasks 

would be sent to reduce tasks subject to availability. 



International Journal of Hybrid Information Technology 

Vol.8, No.3 (2015) 

 

 

12   Copyright ⓒ 2015 SERSC 

In his work, Junjie [7] has proposed an algorithm for load balancing for private cloud 

incorporating mapping of virtual machines to physical ones. This algorithm is based on an 

architecture which is composed of a central scheduling controller and a resource monitor. 

The calculations are performed by the scheduling controller. These calculations entail 

identifying the resource capable to take on the task and, subsequently, assigning the task 

to that resource. While that may be the job of the scheduling controller, the actual job of 

gathering details on resource availability falls on the resource monitor. The process of 

mapping tasks is funneled through four distinct phases. These begin at accepting request 

from the virtual machine; obtaining details of resources using the resource monitor; 

calculating resource availability and ability to handle tasks by the controller. The resource 

which chalks up the highest score is the one which is allotted the task. The final phase is 

the one where the client is actually able to access and use the application. 

 

2.2 Dynamic Load Balancing Algorithms 

Dynamic load balancing algorithms work through an inclusive approach of combining 

the different properties and attributes related to capabilities and network bandwidth in 

respect of each node. A sizeable number of these algorithms depend on an amalgam of 

knowledge built on information collected about each node present in the cloud. In 

addition to that, the algorithms also take into account the properties collected during run-

time even as the selected nodes go about processing components of tasks assigned. These 

algorithms allocate tasks and may progressively reassign the same tasks to nodes subject 

to calculations on properties collected. Algorithms such as these are considerably more 

complicated to put in practice; and these demand continual observation and supervision of 

the progress of the tasks and the state of the nodes. The gains of such algorithms are 

usually evident in the accuracy offered and increased efficiency in balancing of load. 

Supported by an existing algorithm known as weighted least connection (WLC) [9], 

Ren [8] has designed a dynamic load balancing algorithm applicable in the context of 

cloud computing. The WLC algorithm functions by assigning tasks to nodes taking into 

account the number of connections which exist for it at a particular point of time. This is 

achieved by comparing the sum total of connections of every cloud node and, 

subsequently, assigning a task to the node running with least number of connections. 

WLC, however, does not account for node attributes such as speed of processing, storage 

capacity, and network bandwidth. 

The algorithm which has been proposed is called ESWLC (Exponential Smooth 

Forecast based on Weighted Least Connection). This proposed algorithm is an 

improvement over WLC and works by taking into account the time series and trials. In 

other words, ESWLC arrives at the point of assigning a certain task to a particular node 

after assigning a set number of tasks to it in order to obtain a fix on the capabilities of the 

node. 

ESWLC makes a decision by compiling historical records covering processing power, 

memory available, number of connections, the amount of disk space utilized of a given 

node. ESWLC can then forecast which node can be selected by exponential smoothing. 

The algorithm proposed [10] is a dual direction downloading algorithm from FTP servers 

(DDFTP). This can also be implemented where load balancing for cloud computing is 

concerned. DDFTP splits a file size of, say, m into m/2 partitions. Next, each server node 

begins working on the tasks assigned to it by following a set pattern. A server, for 

example, will start from block 0 and keep on downloading in increments. Simultaneously, 

another server begins from block m and goes on downloading in a gradual decrement 

order. As a result, while both servers work independently, they would download the entire 

file to the client within a time frame that is optimum considering the combined 

performance and attributes of the two servers. In this manner, when two servers download 

consecutive blocks, the task is considered complete. Other tasks can be allotted to the 

servers, thereafter. The proposed algorithm is able to diminish dependence on network 
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communication required between client and nodes. This, therefore, has the effect of 

reducing network overhead. In addition, the proposed algorithm automatically considers 

attributes such as network bandwidth, network load, and node load without requiring run-

time monitoring of the nodes. 

An algorithm called Load Balancing Min-Min (LBMM) has been proposed in paper 

[11]. This algorithm is built on a framework which has a three-level load balancing 

format. It works using the Opportunistic Load Balancing algorithm (OLB) [12]. As a 

static load balancing algorithm, OLB aims at keeping each cloud node busy. The 

execution time of a node, however, is not considered by OLB. This, at times, causes tasks 

to run slower. Consequently, bottlenecks are not uncommon as requests queue up for 

nodes to be free to take up as and when available. 

With the introduction of LBMM, OLB is significantly enriched by infusion of a three-

layered architecture to the algorithm. A request manager is the first level of LBMM 

architecture. This handles actions of receiving tasks and assigning it to a service manager 

in the second level of LBMM. After a service manager receives a request, it partitions it 

into separate tasks to boost the speed of processing that request. The job of the service 

manager is to assign a sub-task to a service node. In turn, the latter would be responsible 

for execution of the given task. The service manager goes about in assigning the tasks 

after taking into consideration attributes covering CPU space remaining (node 

availability), free memory, and rate of transmission. 

 

3. Proposed Method 

In this paper, we have put forth our proposal of a technique aimed at refining search 

optimization. This proposed technique would ensure less flooding and an appropriate load 

balancing approach while sifting through data or managing a file of enormous 

proportions. Adoption of an appropriate search technique is one of the primary drivers in 

ensuring that the network has a reduced carbon emission footprint. 

We foresee that as a result of adoption of this algorithm, the possibility of not being 

able to gainfully utilize available bandwidth would be significantly reduced. In this 

model, a cloud node first requests for resources from a cloud server using the shortest 

available path. Upon receiving such a request, the cloud server then checks its database 

for availability of the resource. If the resource is found, then the cloud server responds 

with the resource data and information. Otherwise, the request is forwarded to Billboard 

Manager. When the request is received by it, the BM transmits the request to all cloud 

servers registered with it. The routing of the requests takes place using a method which 

calculates channel capacities from the routes available to the BM. A cloud server which 

hosts the resources being sought, sends an appropriate response to the BM as the latter is 

responsible for the delivery to the desired appropriate location. In the event the data is not 

available to that BM, it then requests the Central Manager (CM) to locate from its links 

whether the requested resource can be sourced.  The CM looks into its buffer. If it finds 

that its buffer does not contain sufficient information to service the request, it queries all 

other BMs. The path to the BMs is computed using the honey bee algorithm. In case the 

resource is found available with more than one CS then two factors are considered to 

choose the CS from which the resource can be retrieved. The first factor is the channel 

capacity; the other one being the CS with the most resources. The CM retrieves the 

resource from the selected CS and delivers that to the CN which placed the original 

request.  

Our algorithm is built around the following units which make up the entire proposed 

architecture. Simple computing devices which could be handheld computers, tablets, 

mobile phones, and commodity computers form a collection of cloud nodes (CN). Several 

CNs connect to a single cloud server (CS). Each CS harvests information on data storage 

space available, shortest distance to a CN from the CS, and relevant hardware information 
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of each CN. This information is constantly monitored and updated at regular intervals by 

each CS. 

A Billboard Manager (BM) is used to store information on each CS connected to it. 

Such information consists of capacity, IP address, all possible routes to the CS, maximum 

server efficiency, and other relevant hardware information. A BM may have more than 

one CS attached to it. 

At the heart of this lattice formed by several BMs, CSs, and CNs is the central manager 

(CM). It is the job of the CM to maintain a buffer that contains relevant information on 

nodes which requested access through it, and nodes which came up in search requests 

forwarded to CM. The CM, while maintaining these records, also monitors location of 

each BM and the shortest distance from the CM to each such. The CM maintains and 

constantly updates the routes to each BM. 

 

4. Algorithm 
 

1. A cloud node (CN) requests for a file. 

2. The request is directed to the associated cloud server (CS). 

3. If the requested information is available, the CS sends the file from its repository to 

the CN.  

4. The request session is closed and the CS waits for the next request. 

5. In case the requested information is unavailable, the CS forwards the request to its 

associated BM. 

6. The BM responds by querying all the CSs registered with it to check whether the data 

sought can be located and retrieved. In doing so, the BM begins sending the request to 

the CS with the shortest path to the greatest one.  

7. The CS which has the data responds by notifying the BM of availability.  

8. The desired data is routed by the BM from the nearest CS to the CN which had placed 

the request for the file. 

9. The request session is then closed and the BM and CSs wait for the next request. 

10. If no data is found, the BM notifies the central manager (CM) that it needs to find out 

whether the requested file can be found in its archives. 

11. The CM starts off by first checking its buffer of recently serviced requests.  

12. In case it locates a matching request, the data is retrieved from the appropriate 

location – a CS – and sent back to the BM. The BM, in turn, forwards it to the CS 

which raised the query in response to the initial request placed by the corresponding 

CN. 

13. If the CM does not find any matching request in its buffer, it sends out a common 

query to all the BMs connected to it. In doing so, it follows the honey bee algorithm 

to ascertain the best fit path and resource availability. 

14. The BMs receiving the queries, passes the request to the group of CSs attached to 

each corresponding BM. 

15. The CSs which have the desired content respond on receiving the request.  

16. The responses – which include the actual file(s) being sought - are forwarded by the 

corresponding BM to the CM. 

17. The CM, finally, processes and closes the session request after transmitting this data, 

through the corresponding BM, to the destination CN that had originally placed the 

request. 

18. In case, the requested file is nowhere to be found within the entire network 

comprising of the CM, BMs, CSs and CNs, a message stating unavailability of the 

desired data is posted to the querying CN. The request session is closed, thereafter, by 

the CM. 
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19. Following completion of a cycle which begins by a CN requesting data, through to 

final closure of the request with a success or failure result, the CM and the BMs wait 

for to begin processing the next incoming request. 

 

 

Figure 1. Architecture for the Proposed Method 
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5. Flow Chart 
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6. Result Analysis 

The primary goal of this paper is to demonstrate an efficient resource searching policy 

combined with an appropriate load balancing technique. The procedure to search for 

resources is broken down into several stages. In other words, a hierarchical structure is 

maintained. Survey conducted on research papers and published works reveals that 

authors tend to concentrate on load balancing and search methods. In our view, attention 

must be paid to packet flooding. Studies on packet flooding would reveal that absence of 

control leads to wastage of bandwidth and fuels higher rate of carbon emissions. From the 

graph produced below, it can be seen that the rate of carbon emissions increase with a 

proportionate increase in hop count. Hop counts increase with the number of searches at 

varying levels. Our proposed method demonstrates that a better result can be obtained 

with lowering of emission rate. 

 

 

Figure 2. Carbon Emission Rate verses Hop count 

7. Conclusion 

While cloud computing has seen wide ranging acceptance from across several industry 

verticals, there exists issues such as load balancing, consolidation of servers, virtual 

machine migration policies and infrastructure, and energy management. These are 

relevant issues in the context of what we now see in the field of cloud computing, and 

which now need to be studied extensively. Of these, the core challenge is search 

optimization and distribution of processing tasks such that all the relevant nodes in a 
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cloud computing ecosystem shoulder an almost equal responsibility. Achieving this would 

result in consistent high levels of user satisfaction and a healthy ratio of resource 

utilization to availability of resources. Current techniques of balancing load have mostly 

stressed on reducing overhead, diminishing service response times, and improving 

performance. But none of these have taken into consideration consumption of energy and 

the factor of carbon emission. This, therefore, has given an impetus to design and develop 

an energy efficient model for load balancing coupled with search optimization. These are 

factors that can raise the level of cloud computing performance, and utilize available 

resources to the fullest extent possible. As a result of reducing energy consumption and 

reining in carbon emissions, achieving Green Computing will not be difficult. 
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