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Abstract 

Social tags providing abundant information can stimulate a better recommender system 

equipped with stronger sense of description and analysis on user’s interest. In this paper, 

graph-based personalized recommendation techniques have been studied. Complete 

tripartite graph model was proposed and the user’s interest migration was researched 

comprehensively, Focusing on the dilemma of accuracy and diversity in recommender 

system, the mass diffusion algorithm and heat spreading algorithm on complete tripartite 

graph model were carried out. Then, from the perspective of improving confidence in 

recommender system, the item-tag joint recommendation mechanism was studied. 

Experimental results show the effectiveness of the algorithm in this paper. 
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1. Introduction 

In recent years, with the continuous development of the Internet and Web 2.0, we 

encounter the information era. Users now undergo even more pains and sweat to filter for 

what they need out of massive data. Personalized recommendation [1] reveals user’s 

interest in their past behaviors, and thus recommend for them. Social tagging [2] is a 

symbolic technique today powering up websites with the freedom that users can label 

information by their preferences, which will in the long run, turn into recommendation in 

return. 

At present, tag models proposed by scholars can be divided into three kinds: model 

based on probability, model based on tripartite graph and model based on tensor. Many 

scholars have also put forward recommendation algorithm considering social tags. For 

example, paper [3] proposed user-centered similarity based on physical diffusion to obtain 

more accurate recommend results; paper [4] directly saw tag’s use frequency as the edge’s 

weight value, and used the diffusion algorithm to improve the accuracy; paper [5] 

considered tag-used model, and adopted the TF - IDF model to calculate the weight value 

of User-Item relations. This paper fully considers the relationship between users, items 

and tags, proposing a user-item-tag complete tripartite graph model to improve the 

accuracy of recommendation. 

 

2. Complete Tripartite Graph Model 

Some scholars put forward introducing social tagging into collaborative filtering based 

on the graph, in order to improve the recommendation results accuracy and 

interpretability. Tag as a kind of independent node, added into user-item binary diagram, 

user-item-tag tripartite graph model is formed, shown in Figure 1 [6]. In this paper, using 

graph G (V, E) to describe tripartite graph structure, which contains three kinds of node: 
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user node (VU)、item node(VI) and tag node(VT)，and 
TIU

VVVV  . 

Most recommendation algorithms previously understand the relationships between 

three kinds of node into two bipartite graphs’ relationship, losting the other connection 

information in the graph model, and therefore we can use edge relationship to connect two 

different kinds of nodes, to reflect three kinds of entities’ relationship. This paper presents 

complete tripartite graph model considering the relationship between the three kinds of 

node, As is shown in the Figure 2, we can see, the relationship between the different 

nodes are reflected through the edges. 

We are able to build the user - item relation matrix (U-I matrix), item-tag relation 

matrix (I-T matrix) and user - tag relation matrix (U-T matrix) to discribe the connection 

relationship: 

U - I matrix(BUI): if a user Ui has selected a item Ij, then bij=1,else bij=0; 

I - T matrix(BIT): if an item Ij is labeled by a tag Tl，then b´jl=1, else b´jl=0; 

U - T matrix(BUT): if a user Ui has used a tag Tl, then b"il=1,else b"il=0; 

 

Figure 1. Tripartite Graph Model 

 

Figure 2. Complete Tripartite Graph Model 

3. Recommendation Algorithm 
 

3.1. The Analysis of User’s Interest Migration 

In the real network, information is constantly updated, the user's preferences are 

changing over time, so when recommending items to users, we should take time effect 

into consideration. 

Generally speaking, users are most interested in items selected recently than items 

selected long ago. User’s interest migration may exist for each user, on the one hand, the 
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user's interests can be divided into long-term interests and short-term interests, long-term 

interests has certain stability, but short-term interests ofen fluctuate, then causes the 

network behavior change. On the other hand, the change of personality will lead to the 

change of their network behavior. 

In the above models, the connection relationship between the nodes in the diagram are 

equal, for example, elements only represente 1 or 0. The relationships between nodes have 

only two kinds:  have connection and have no connection. There will be two problems 

with this setting: firstly, Can't reflect the user's interest in migration; secondly, it can’t 

reflect the degree of users interested in different items. 

So, this paper distributes weight for nodes in the complete tripartite graph model 

according to the time and the number of user’s behavior, take user Ui and item Ij and 

define the connection weight between two nodes in formula(1). 
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In this formula, t is current time and k is the number of same behavior. ts is the time 

when user Ui’s behavior to item Ij occurs. t0 is user’s interest migration’s time factor, w0 

representes weight threshold, namely, with time going on, recommended capacity 

provided by user’s behavior will be able to gradually decreases, and finally tends to a 

constant, it is set to 0.5.  

Through the weight value and the initial matrix, we can get a new connection 

relationship matrix BUI、BIT、BUT，use formulate (2) to build a new user - item relationship 

matrix. 

                        
ijijij

awb                                  (2) 

In this formula, aij is corresponding element in the user - item relationship matrix.   

Similarly, we can acquire the item-tag relation matrix and user - tag relation matrix, the 

new relation matrixs describe connection relation strength between three kinds of nodes in 

the complete tripartite graph model, and connection weight considers uer’s interest 

migration, so the model with time weight can reflect the relationship between user, tag 

and item better. 

 

3.1. Complete Tripartite Graph Mass Diffusion Algorithm (CTGMD) 

CTGMD is based on the idea of probability propagation i, the flow chat of CTGMD is 

shown by Figure 3. 

First, the data set preprocessing, and build the user - item relation matrix (U-I matrix), 

item-tag relation matrix (I-T matrix) and user - tag relation matrix (U-T matrix). 

Second, allocate initial resources. For a particular user Ui, we can allocate resources for 

its all adjacency item nodes, then diffuse in item-user-tag-item direction and 

item-tag-user-item direction: 

1. Diffusdion in item-user-tag-item direction, finally gets resource redistribution vector : 
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In this formula, fs is the item’s corresponding initial resources in initial resources vector. 

n, m, r respectively corresponds the number of user node, item node and tag 

node.


n

o

os
b

1

represents item Is’s adjacent user’s number. 

2. Diffusion in item-tag-user-item direction, finally gets resource redistribution vector : 
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Finally combining two direction diffusion redistribution’s resources as a result, get the 

final resource vector: 

                        



'''*

)1( fff                             (5) 

In this formula,λ∈[0,1], when λ=0, initial resources diffuse in item-tag-user-item 

direction. While, λ=1, initial resources diffuse in item-tag-user-item direction and we 

can finally gets resource redistribution vector. We can also adjust the value ofλ, to adjust 

the proportion of two direction mess diffusion. 

 

 

Figure 3. CTGMD Flowchart 

3.2. Complete Tripartite Graphs Heat Spreading Algorithm (CTGHS) 

From the paper [7], we can know, using Heat Spreading algorithm to allocate resources 

makes recommendation result’s diversity better. MassDiffusion algorithm’s thought is that 

resources from one node according to the number of adjacent nodes, evenly spread to 

another node. However, Heat Spreading algorithm’s thought is that a node from adjacent 

nodes according to the number of adjacent nodes, evenly absorb resources. 

In the early stages of the algorithm, CTGHS algorithm is similar to CTMGD algorithm. 

Namely, data needs once preprocessing, and Obtain by calculating U-I matrix, I-T matrix 

and U-T matrix. For a particular user Ui, we can allocate resources for its all adjacency 

item nodes, and then absorb heat in user-tag-items direction and items - tag - user 

direction. 

1. Absorbing heat in Item-User-Tag-Item direction, finally gets resource redistribution 

vector : 
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2. Absorbing heat in Item-Tag-User-Item direction, finally gets resource redistribution 

vector : 
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The last resource redistribution results can be calculated using formula (5). 

 

3.3. Hybrid Recommendation Algorithm 

Mess diffusion [8] can obtain better accuracy, and heat transmission can obtain better 

diversity, while they contradict each other, The general solution is to synthesize better 

accuracy’s and diversity’s algorithm. As formula (8) shows, this paper synthesize, 

CTGHS algorithm and CTMGD algorithm by the way of Linear Mixture. 
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In this formula,


*

M
f is resource vector though CTGMD algorithm,



*

H
f is resource vector 

though CTGHS algorithm. u ∈ [0, 1] is mixed proportion adjustment factor, when u=0, 

only use CTGHS algorithm and when u=1, only use CTMGD algorithm. Becauese 

resource is not conservative in CTGHS algorithm, so hybrid recommendation algorithm 

need consider normalization. 

 

4. Items-tag Joint Recommendation Mechanism 

Item-tag joint recommendation mechanism consists of two stages: first, use the user’s 

data of historic behavior to build recommendation model; second, recommend tags. 

Recommendation system [9] build recommendation mode by user’s data of 

historic behavior. Running relevant algorithm on recommendation mode gets 

recommendation results. Then in view of the recommended items, run relevant algorithm 

on recommendation mode gets the corresponding tag recommendation results. Whether 

item recommendation or tag recommendation results, when presented to the user, the user 

will produce certain feedback to its, such as Choosing recommended items, or using the 

corresponding tags label recommend items. User’s feedback can be used to update 

recommendation mode, thus improve recommendation results of items and tags. Figure 4 

shows the recommendation mechanism 

 

 

Figure 4. Items-tag Joint Recommendation Mechanism 
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5. Experimental Results and Analysis 

MovieLens is a virtual community web site, which is also a recommendation system. It 

allows users to use tags to label the film they have seen. Tags can be a movie theme, 

actor's last name, the year of release, etc. This paper uses 10M datasets from MovieLens 

research team. Because lengths of tags are different, some of them even have no specific 

semantics, so we need to filtrate tags to simplify data. In order to ensure that each node 

has connection with the other two kinds of nodes, we must remove the independent node 

objects. Preprocessing results are shown in Table 1. 

Table 1. MovieLens 10 Mdatasets Preprocessing Results 

 MovieLens 10M datasets 

Total number of users 2766 

Total number of films 4758 

Total number of tags 4153 

Total number of score’s data 18873 

The least estimated number 20 

The least used number of tags 50 

User minimum life cycle a month 

 

After preprocessed, the datasets are divided into training set and testing set according 

to certain proportion, The former is thought as the known information of algorithm 

implementation, the latter is used to test the algorithm performance. 

A suitable evaluation index is the key to measure recommendation algorithm, the 

indexes adopts in this paper adopts are precision rate, recall rate, hitting rate and diversity. 

1. Precision rate: namely the ratio of the number of the items satisfied and the items in 

recommendation list, precision rate reflects current user’s level of satisfaction on results 

recommended .Formal definition is as following: 
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R(u) is recommendation list given by recommendation algorithm according to user’s 

conduct on training set;T(u) is user’s conduct list on testing set. 

2. Recall rate: the ratio of the number of items satisfied and items loved by user in 

recommender system, recall rate reflects the probability that user find fond items by 

recommendation algorithm. Formal definition is as following: 
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3. Hitting Rate [10]: the ratio of the number of items satisfied and the length of 

recommendation list. When the item chosen by user is in user’s recommendation list, 

algorithm hits this record. Hitting rate depends on Top N recommendation’s length. 

Formal definition is as following: 

Hitting=number of items satisfied / the length of recommendation list      (11) 
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4. Diversity [11]: Zhoutao et al., Proposed that hamming distance can be adapted to 

measure list’s diversity. Hamming distance of User Ui’s and Uj’s recommendation results 

is as follows: 

                          LQH
ijij

/1                               (12) 

Qij is the number of that Ui’s and Uj’s recommendation results are same; L is the length 

of recommendation list. Generally speaking, the bigger hamming distance is, the better 

diversity is. 

In order to test Complete Tripartite Graphs Hybrid recommendation algorithm 

(CTGH),we can compare it with Item-Based Collaborative Filtering algorithm(IBCF) [12] 

and Integrated Diffusion on Tripartite Graphs algorithm (IDTG) [13], three algorithm 

adopt Top-N recommendation to conduct this experimenting. In CTGH algorithm, 

t0=14,λ=0.6，μ=0.2. Tabel 2, Table 3, Table 4 Lists the contrast data respectively: 

Table 2. Precision Rate 

Recommendation list length IBCF IDTG CTGH 

10 0.0632 0.0861 01125 

50 0.0561 0.0645 0.0697 

100 0.0343 0.0487 0.0563 

Table 3. Recall Rate 

Recommendation list length IBCF IDTG CTGH 

10 0.0132 0.0163 0.0254 

50 0.0275 0.0318 0.0422 

100 0.0352 0.0435 0.0492 

Table 4. Recommendation List Length 

Recommendation list length IBCF(%) IDTG(%) CTGH(%) 

10 14.5 17.1 19.1 

50 37.9 43.2 45.5 

100 51.9 57.1 59.8 

Table 5. Diversity 

  Recommendation list length IBCF IDTG CTGH 

10 0. 65443 0. 89323 0.90829 

50 0. 50274 0. 81374 0.82015 

100 0. 43848 0. 73385 0.75172 

 

Experiments show that CTGH algorithm is better than IBCF and IDTG algorithm in 

precision rate, recall rate, hitting rate and diversity. So Complete Tripartite Graphs Model 

put forward in this paper can better reflect the users’ interest, on the basis of which, item 

recommendation can get better effectiveness. 

 

6. Conclusion 

This paper mainly studies the personalized recommendation technology, put forward 

Complete Tripartite Graphs Model and corresponding algorithm, experimental results 

show the effectiveness of the algorithm in this paper. With the development of the 

recommendation system, I will work in more research direction: (1) Improving the quality 

of tag. In this paper, pretreatment of the datasets don’t completely delete meaningless or 

useless tags, at the same time, tags may have a number of different meaning, which will 
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make recommended results inaccurate. (2) Cold start and data sparseness problem. These 

papers don’t consider the two problem, which will be important direction of future 

research. (3) Big data and incremental calculation problem. User’s information grow 

continuously and fastly, that how to make use of big data to improve the recommendation 

performance has significant value. 
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