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Abstract 

Due to the significant advances of digital photography and the availability of many 

powerful photo editing tools, it becomes easier to create forgery images by non-professional 

users. Median filtering that is usually applied to erase the forensically significant fingerprints 

has recently received increased attention. In this paper, we present an effective blind forensic 

algorithm to detect the median filtering manipulation. First, the median filtered residual 

(MFR) is generated by computing the difference between a testing image and a median 

filtered version of itself. Then, three feature sets including histogram, autocorrelation and 

gradient are extracted from the median filter residual. Last, those features are fetched into 

support vector machine (SVM) for training and classification. Our experimental results 

demonstrate that our proposed forensic method achieves not only better detection rate but 

also lower computational complexity compared with other existing median filtering detection 

methods. Our proposed forensic method also can locate local median filtering of image 

effectively. 
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1. Introduction 

With the advent of the Internet and low-price digital cameras, as well as powerful image 

editing software, digital images have found wide applications in news media, military, and 

law enforcement. Meanwhile, the authenticity of digital images can no longer be taken for 

granted. In recent years, many image forgery detection techniques have been proposed, 

especially passive or blind forensic methods which do not require any additional information 

besides the image itself with undetermined authenticity. By extracting features that capture 

the underlying statistics of an image, tampering can be blindly distinguished from authentic 

data [1]. Existing image forensic works involve the detection of median filtering (MF) [2-4], 

resampling [5-6], JPEG compression [7], blur [8-9] and so on. Median filtering is a nonlinear 

operation that has the useful property of preserving edges within an image. It is commonly 

used to perform image denoising, remove outlying pixel values, and smooth regions of an 

image. Because of this, forgers may use median filtering to make their image forgeries appear 

more perceptually realistic. Therefore, blind detection of non-linear median filtering becomes 

especially important. 

In this paper, we provide an efficient blind detection algorithm for reliable MF detection in 

digital images. Based on the properties observed in an image’s median filter residual (MFR), 

which is defined as the difference between an image in question and a median filtered version 

of itself [4], three new feature sets are constructed for MF detection. Those features are fed 

into a support vector machine (SVM) for classification. The trained classifier is applied to 
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discriminate a median filtered image from a non-altered image. Compared with other existing 

median filtering forensic techniques [4, 10-11], the proposed method yields better or at least 

comparable performance and has ability of detecting local median filtering in an image.  

This paper is organized as follows. Section 2 presents the related works. The proposed 

methods are described in detail in Section 3. Experimental procedure and results are discussed 

in Section 4. Finally, conclusions and future work are drawn in Section 5. 

 

2. Related Work 

Blind detection method for image median filtering can be divided into two categories: one 

is based on pixel value difference of image, and another is using the difference between an 

image in question and a median filtered version of itself. 

Kirchner and Fridrich [3] believed that the streaking artifact was a specific characteristic of 

median filtered images, and proposed a detector that operated based on the statistics of pixel 

value differences of a median filtered image and an unaltered image. The detector first 

divided the image into blocks, the pixel difference histogram in each of the block was 

calculated. Next, the ratio 


 of the number of pixel differences whose value was zero to the 

number of pixel differences whose value was one was calculated for each block. A weighting 

function was applied to the 


 value of each block to avoid statistical distortion in saturated 

regions and a final measure ^


 of the strength of median filtering fingerprints was obtained. 

Gang Cao et al. [10] proposed a MF detection scheme by analyzing the probability that the 

first order pixel difference of an image will be zero in textured regions. Furthermore, they 

demonstrated that their technique can distinguish median filtering from rescaling, Gaussian 

filtering, and average filtering. While they were able to demonstrate that this technique can 

very effectively detect median filtering in uncompressed images, its performance degraded 

significantly in JPEG compressed images. Haidong Yuan [2] proposed detecting median 

filtering by measuring the relationships among pixels within a 3×3 window. A set of 44D 

median filtering features (MFF) including the distribution of the block median pixel value and 

the distribution of the number distinct gray levels within a window were extracted. The 

experimental results indicated that MFF-based approach can achieve comparable or better 

performance than SPAM-based method [3] on both high and moderate quality JPEG and 

detecting median filtering on small image windows. However, as with the SPAM-based 

detector, the performance of MFF-based detector degraded as the JPEG quality factor 

decreased or the size of the analyzed image shrank. Thus, there was a need to develop more 

reliable schemes to detect median filtering in the case of strong JPEG compression and low 

resolution, which was more desirable in practical applications. Chenglong Chen and Jiangqun 

Ni [12] proposed a median filtering detection method by calculating the edge based prediction 

matrix (EBPM) of different kinds of image edges and obtained 72 dimensions of prediction 

coefficients to differentiate median filtering. They used a prediction model of the pixel values 

in image regions with different gradients and captured statistical relationships between nearby 

pixels to perform median filtering detection. In their recent work [1, 13], they exploited 

cumulative distribution function of first-order and second-order image difference as 

fingerprints to construct the global probability feature set (GPF). They also used the local 

correlations between different adjacent image difference pairs to construct the local 

correlation feature set (LCF). They finally used GPF and LCF to construct a new feature set 

GLF of 56 dimensions. Their method achieved good performance for low resolution and 

JPEG compression. 

Xiangui Kang et al. [4, 14] introduced a robust median filtering detection scheme by 

analyzing the statistical properties of the median filter residual (MFR). Median filtering was 
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first applied on a test image, and the difference between the initial image and the filtered 

output image was called the median filtered residual (MFR). The MFR was used as the 

forensic fingerprint. To capture the statistical properties of the MFR, an autoregressive (AR) 

model of the MFR was calculated and the AR coefficients were used by a support vector 

machine (SVM) for classification. Their experimental results shown that their proposed 

forensic technique can achieve important performance gains, particularly at low false-positive 

rates, with a very small dimension of features. Fangling Shi [11] proposed a JPEG images 

median filter detection algorithm. The median filtering with 3x3 was first applied to a test 

JPEG image, and the test JPEG image was calibrated by setting up a threshold. Then the 

difference between the calibrated image and filtered image was calculated. Finally two-

dimensional features for detecting median filtering including total number of pixel point in 

the difference image where its grey value was zero and the mean value of the difference 

image were used to detect whether JPEG image was applied median filtering operation or not. 

Junyu Xu and Yuting Su [15] proposed a novel algorithm for detecting smoothing filtering in 

digital images based on the frequency residual. The suspected image was re-filtered with a 

gaussian low-pass filter, and the difference between the initial image and the re-filtered image 

in Fourier domain was called the frequency residual. Then, the frequency residual was 

projected into the Radon space with an adaptation of Radon transform. The obtained data 

were modeled as Fourier series and the model parameters were adopted as features for 

filtering detection. Their experimental results shown that the proposed algorithm can not only 

detect three typical smoothing spatial filters, including Gaussian filter, average filter, and 

median filter, but also can predict parameters of these filters. 
 

3. The Proposed Algorithm 
 

3.1. Analysis of Median Filtering 

The median filter operates by replacing a pixel value with the median value of the pixels in 

a small window surrounding it. The most commonly used median filter windows are squares 

of size 3×3 and 5×5 pixels. Median filtering is performed window by window with the 

windows overlapping each other [4]. Given an M N grayscale image ,i j
X with 

( , ) (1, ..., ) (1, ..., )i j M N  , a 2-D median filter is defined as 

1 1
( , ) { ( , ) | ( , ) ( , . . . , 0 , .. . , )

2 2

( , ) (1, .. . , ) (1, .. . , )

w w
y i j m e d ia n x i h j v h v

i j M N

 
    

 

        (1) 

where ( , )x i j is the pixel value at point ( , )i j , ( , )y i j is the output of the median filter at 

image coordinates ( , )i j , { }m ed ia n   is the median operator and w is the 2-D filter window 

centered at image coordinates ( , )i j .  

The median filter is a well-known non-linear filter based on order statistics. Due to its 

nonlinearity, a theoretical analysis of the general relation between input and output 

distributions of the median filter is very cumbersome. Hence, the analysis of median filtering 

has largely been confined to more specific features of interest [3]. A median filter not only 

smooths noise and preserves edges in images, but also tends to produce regions of constant or 

nearly constant value, which produce streaks (linear patches) or amorphous blotches. Bovik 

[16] analyzed the phenomenon of streaking/blotching in median-filtered signals 

quantitatively, and computed the probability that the median values stemming from 

overlapping windows were equal. It is noted that neighboring pixels in median filtered images 

are correlated to some extent because they originate from overlapping windows of the 
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original signal. With the inherent nature of the median filter, it is expected that pixels in 

median filtered images are correlated to their neighbors in a specific way [13]. 

 

3.2. Feature Sets for Median Filter Detection 

As mentioned in Section 2, the pixel value difference of image has been taken as the 

forensic trace [2-3, 10, 12-13]. However, the pixel value difference contains largely the local 

content of an image, such as edge and texture information. The edge and texture interfere 

with the median filtering detector and thus deteriorate the performance. Figure 1(b) shows an 

image along with its first order pixel difference taken in the horizontal direction of an image 

(Figure 1a). We can clearly see in figure 1(b) that the first order difference contains a great 

deal of the image’s edge and texture content. This edge information and the block artifacts 

may affect the conditional first order difference distributions used by SPAM to detect median 

filtering. In order to suppress both image content and block artifacts, the difference between a 

median filtered version of an image and the image itself (called as the median filtered residual 

[14]) is a good choice. Figure 1(c) shows that the median filtered residual contains less edge 

and texture information than the first order pixel difference. 

 

          
(a) An Image (b) Its First Order 

Difference 
(c) Its Median Filter 

Residual 

Figure 1. Example Showing 

Based on the median filtered residual, three new features for detecting median filtering are 

observed in this paper. First, similar to [3], the pixel histogram is also applied to the median 

filtered residual for first feature. Figure 2 shows the histogram of the median filtered residual 

on original image and its median filtered image. From the Figure 2, we can clearly see that 

the histogram curves of median filtered image (MF) are substantially different from the ones 

of original image. 
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Figure 2. Histogram of the Median Filtered Residual on Original Image and its 
Median Filtered Image 

Because the overlapped window filtering introduces correlation among the pixels of MFR, 

we model the MFR using a simple autocorrelation function instead of autoregressive (AR) 

model [4]. Figure 3 also suggests a clear distinction between the autocorrelation coefficients 

of the median filtered residual of median filtered image and original image. 

 

  
(a)Original Non-Filtered Image                   (b) Median Filtered Image 

Figure 3. The Autocorrelation Coefficients of the Median Filtered Residual 

Similar effects are also observed in the gradient of the median filtered residual as shown in 

Figure 4. It is observed that the gradient of the median filtered residual can be used as 

fingerprint for MF.  
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(a)Original Non-Filtered Image                       (b) Median Filtered Image 

Figure 4. The Gradient of the Median Filtered Rresidual 

3.3. A Blind Detection Algorithm of Median Filtered Image 

According to the analysis in Section 3.2, an efficient blind detection algorithm of median 

filtered image is proposed as following: 

(1)Obtain median filtered residual image. For all images with size of M × N, the median 

filtered residual 
( , )d x y

is  

),(),(),(
'

yxIyxIyxd  ， ),,1(),,1(),( NMyx  
          (2) 

where ( , )I x y  is the testing image and '
( , )I x y  is its median filtered image. 

(2) Construct the first set of features based on the histogram feature of median filtered 

residual image. We compute the normalized histogram ( )H n : 

   .          
 

255255,
),(:),(#

)( 


 n
N

nyxdyx
nH           (3) 

where N is the total number of pixels in filtered residual image ( , )d x y , and #  denotes 

the cardinal number of a set. 

(3) Construct the second set of features based on the autocorrelation function of median 

filtered residual image. Let's consider a 2d signal X , its auto-correlation function ( , )
x

R u v is 

related to the power spectral density ( , )
x

S a b via the Wiener-Khinchine theorem [17] : 

2 ( )
( , ) ( , ) [ ( , ) ]

i a u b v

x x x
S a b R a b e d u d v F R a b



 

 

 

              (4) 

On the other hand, the power spectral density is the square modulus of the Fourier 

transform of the 2d signal X : 

2

( ) ( ) . ( )
x

S F X F X F X                                   (5) 

with ( )F X , the Fourier transform, and ( )F X the conjugate transform . 

1 1

2 2
( ) ( , ) ( , ) . e x p ( )
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                   (6) 
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                     (7) 

From the equations (4) and (5), the auto-correlation function of the Signal X is given by : 

1
( ) [ ( ) . ( )]R X F F X F X


                                                    (8) 

Two-dimensional features including peak value and variance of autocorrelation 

coefficient ( )R X  are extracted.  

(4) Construct the third set of features based on the gradient of median filtered residual 

image. The gradient of an image is given by the formula: 

( , ) ( 1, ) ( , )

( , ) ( , 1) ( , )

G x x y I x y I x y

G y x y I x y I x y

  

  
                                              (9) 

where Gx andGy  are the gradient in the x and y direction respectively. We compose a set 

of 8 dimension gradient features including the mean, variance, skewness, and kurtosis of Gx  

and Gy  . 

(5) Three feature sets are fed into a support vector machine (SVM) for classification 

between median filtered images and unaltered images. We employ a LSSVM with RBF 

kernel as the classifier. We used the “grid-search” method to find the optimal parameters 
 and  of RBF kernel.  

The proposed method is illustrated in Figure 5. 

 

Median filtered Filtered residual image

Histogram feature

Gradient feature

The testing image Autocorrelation feature-- SVM Classifier

 

Figure 5. The Proposed Blind Detection Algorithm of Median Filtered Image 

4. Results and Discussion  

To evaluate the effectiveness of our proposed median filtering method and to compare its 

performance with other existing median filtering detection techniques, the popular image 

dataset UCID [18] is introduced for test. The use of databases and the procedure of 

experiment are inspired by [4] and [10]. The UCID dataset consists of 1338 uncompressed 

TIFF images on a variety of topics including natural scenes and man-made objects, both 

indoors and outdoors. Note that all images are color images and converted into grayscale in 

the standard manner. 

 

4.1. The Classification Performance 

In the first case, we compared our proposed method with [4] in the same experiments 

manner. All color images were first converted to gray scale images before further processing. 

Median filtered images were generated by performing 3 x 3 median filtering and 5 x 5 median 

filtering on the unaltered gray-scale images. Each unaltered and median filtered image was 

then saved in both its uncompressed state and JPEG compressed state using a variety of 

quality factors ranging between 90 and 30. Table 1 shows the results of our proposed method 

and [4], where some results refereed from table 1 in [4], in which the minimal average 
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decision error of each technique under the assumption of equal priors and equal costs is 

defined as  

1
m in ( )

2

f p tp

e

P P
P

 
                      (10) 

where 
f p

P
and 

tp
P

denote the false positive (FP) and true positive rates (TP), respectively. 

Table 1. Classification Results Compared with [4] 

 MF 3×3  MF 5×5  

Quality factor   The Proposed Method  [4] The Proposed Method [4] 

JPEG 90 Pe (%) 0.64 0.5 2.59 0.5 

 Ptp (%) 99.76 99.5 99.53 99.7 

JPEG 70 Pe (%) 1.06 1.3 1.88 1.0 

 Ptp (%) 99.53 97.5 99.9 98.8 

JPEG 50 Pe (%) 0.59 2.2 1.53 2.1 

 Ptp (%) 99.9 93.5 99.06 95.8 

It is observed from table 1 that our proposed method achieves nearly perfect classification 

performance and has better performance than [4] in most instance but MF 5×5 using quality 

factor of 90, where the Ptp is 99.53, and  is lower than 99.7 of [4]. 

In the second case, all color images were first converted to gray scale images and then 

saved in JPEG compressed state using a variety of quality factors ranging between 95 and 75. 

Median filtered images were generated by performing 3 x 3 median filtering and 5 x 5 median 

filtering on the compressed gray-scale images. We selected 100 images of compressed gray-

scale images and its Median filtered images as SVM training dataset, others as testing dataset. 

The procedure of experiment is the same as [11]. Table 2 shows the results of our proposed 

method and [10, 11], where some results refereed from Table 4.1 and 4.2 in [11]. The 

results in Table 2 indicate that our scheme performs better performance than [10, 11]. 

Table 2. Classification Results Compared with [10, 11] 

 MF 3×3  MF 5×5  MF 7×7  

quality 

factor 

(QF)  

The 

Proposed 

Method 

[11] [10] The 

Proposed 

Method 

[11] [10] The 

Proposed 

Method 

[11] [10] 

JPEG 95 97.0 89.0 66.5 96.0 93.75 73.5 98.0 96.5 80.5 

JPEG 90 96.0 84.75 63.75 95.0 92.0 71.25 98.0 96.0 77.0 

JPEG 85 97.0 83.25 62.25 95.0 91.75 69.25 98.0 96.0 73.75 

JPEG 80 98.0 82.5 62.0 92.0 91.25 67.75 98.0 96.0 73.75 

JPEG 75 95.0 81.75 71.75 92.0 91.25 65.25 95.0 95.75 72.5 

JPEG 70 97.0 81.0 60.25 92.0 90.75 63.75 99.0 90.75 70.5 

Last, similar to second case, we test our proposed method on performing 3 x 3 average 

filtering, 5 x 5 average filtering and 7 x 7 average filtering on the compressed gray-scale 

images. The results shown in Table 3 also indicate that our proposed method performs good 

performance on average filtering. 

 



International Journal of Hybrid Information Technology 

Vol.8, No.1 (2015) 

 

 

Copyright ⓒ 2015 SERSC  189 

Table 3. Classification Results of Average Filtering 

quality factor (QF)  3×3 average filtering 5×5 average filtering 7×7 average filtering 

JPEG 95 1.0 99.75 1.0 

JPEG 90 99.5 99.75 1.0 

JPEG 85 99.75 99.75 1.0 

JPEG 80 99.25 99.5 1.0 

JPEG 75 99.0 99.75 1.0 

JPEG 70 99.5 99.75 1.0 

 

4.2. Detecting Local Median Filtering in an Image 

In order to test the ability of our proposed method for detecting local median filtering 

forgeries when a portion of a median filtered image is inserted into a non-median filtered 

image, or a portion of an image is performed median filter operation, two experiments are 

finished in this paper. First, we give an example of a cut-and-paste image forgery in which the 

pasted region has undergone median filtering before it is inserted into an unaltered image in 

Figure 6. Figure 6(a) and 6(b) show two original JPEG compressed images using a quality 

factor of 90 from UCID database. The forged image shown in Figure 6(c) was created by 

inserting part of the 3×3 median-filtered version of Figure 6(a) into the unaltered image in 

Figure 6(b). In order to detect the forgery, the forged image was first segmented into non-

overlapping image blocks of R R  pixels (R=32, 64, and 128), then each block was tested to 

detect whether each image block was applied median filtering operation or not. Figure 6(d), 

(e), (f) show the results of detections on non-overlapping image blocks of 32×32, 64×64, and 

128×128 pixels using our proposed method, where detected median filtered blocks are 

marked by green boxes. Figure 6(g) shows the results of detections on overlapping image 

blocks of 64×64 pixels. The evaluation results demonstrate that overlapping image blocks 

with size of 64×64 achieve the best result. This example shows that our method achieves 

good performance in the cut-and-paste forgery detection. 

 

            
(a) The Original Image            (b) The Original Image              (c) The Forged Image 

   
(d) The result of non-overlapping                           (e) The result of non-overlapping  

image blocks of 32×32                                   image blocks of 128×128 
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(f) The result of non-overlapping                             (g) The result of overlapping  

image blocks of 64×64                                           image blocks of 64×64 

Figure 6. Cut and Paste Forgery Detection Example 

Second, another example is shown in Figure 7. Figure 7(a) shows the original images. The 

local median filtered image shown in Figure 7(b) was created by performing the 3×3 median 

filter operation on the center block of image. As shown in Figure 7(c) our proposed method 

can reliably locate the local median filtered in the compressed forgery. 

 

       
(a) The original image    (b) The local median filtered image    (c) The detection result 

Figure 7. The Detection Result of Detecting Local Median Filtering 

5. Conclusions 

In this paper, we present an effective forensic algorithm to detect the median filtering 

manipulation, which is usually applied to erase the forensically significant fingerprints. We 

extract three new detection features including histogram, autocorrelation, and gradient from 

the difference between a median filtered version of an image and the image itself. Last, those 

features are fetched into SVM for training and classification. A series of experiments are 

designed to test MF detection performance. The experimental results show that our method 

has better detection rate with a very small dimension of features compared with other method 

and also can effectively detect local median filtering in an image. In the future work, we are 

interested in combining the current detection method with other methods to increase the 

detection performance and the range of the forensic applications. 
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