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Abstract

Cognitive radio is an intelligent wireless technology th
for its usage. CR enriches wireless technology by ng“the spec holes in order to
provide high order quality service to users and to m ethei %ce that occurs in the
network. In the proposed work, two Spectrum Sensing te hmque%s ognitive radio network
are used which include Cyclostationary dete@; and & detection techniques. The
detection of Cyclostationary signal is nota term but th s a lot of work to be done in
this field. In this paper, the parameter u cI ary signal is Spectral Correlation
function. The detection capablllt W|th t windows is used to check the
periodicity of the signal usin windows. to the periodicity of the baseband
signal, SCF would be able to detegt prlrrar r signal at very low SNR. We also analyze
in our work that capability of b&odlu |gnal of SCF is not only limited to noise

affected signal, perhaps i Iso abl detect the attenuated signal. We also simulated
Energy detector over adlng% | as it models both Rician fading channel and

*
se the rum efficiency

Q

Rayleigh fading ch e perfo ce is analyzed in terms of Bit error rate by providing
low probablllty ofgfalde *alarm probability of detection. The Statistical test based
ig7firadle, between @ sensing techniques to evaluate the performance in terms

atio. sive set of simulations have been conducted in MATLAB in
the proposed work.

Keywords: Co@e dio, Energy Detection, Cyclostationary Detection

1. Introd

The i f Cognitive radio was first conceived by Sir Joseph - Mitola at the Royal
Ingtitu Technology in the year 1998. The leading factor behind this was increasing need
f% radio spectrum [1]. The improved communication speed was the unusual drive and
this Was satisfied by effectively utilizing the radio spectrum. Due to static allocation of
spectrum, the allotted spectrum was not properly utilized. It has become most difficult to find
vacant bands either to set up a new service or to enhance the existing one. In order to
overcome these problems we are going for “Dynamic Spectrum Management” which
improves the utilization of spectrum. Cognitive Radio performs on this dynamic Spectrum
Management principle which solves the issue of spectrum underutilization in wireless
communication in an efficient manner [2]. It is reasonable because it is well informed of its
environment and adapt to the statistical variations in the input stimuli. The unlicensed systems
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(Secondary users) are allowed to use unused spectrum of licensed systems (Primary users).
Thus in order to check the band occupancy, secondary user should have Cognitive radio
capabilities such as sensing to exploit the unused bands of the spectrum [3]. Sensing means to
identify free frequency band in the radio environment and plays an important role in CR. The
main task of CR is to detect the existence of the primary user by secondary user and to leave
the frequency band if the corresponding primary radio emerges in order to prevent
interferences to primary users.

In this paper, two spectrum sensing techniques have been used [4]. While the Energy
detection is less complex, its performance degrades at low signal to noise ratio or with noise
uncertainty. Cylostationary on the other hand provides effective detection but is
computationally more complex and requires longer observation time. The detection of
cyclostationary signal is not a new term but there is a lot of work to be done in this%&n
the existing literature, the parameter used for cyclostationary signal is Spectral ion
function. We exploit the detection capability of SCF with different windo tc%:k the
periodicity of the signal using different windows which include Hammi g@ w, Hann
window, Kaiser Window, Rectangular window. Due to the petiddicity o and signal,
SCF would be able to detect the primary user signal at ver; NR We analyze in our
work that capability of periodicity of the signal of to noise affected
signal, perhaps it is also able to detect the atten3|gnal %ﬁ ;bso simulated Energy
detector over MIMO fading channel as it model Rician, Rayleigh fading channel. We
analyzed the result of energy detector in termé& probabil f detectlon providing high
probability of detection and low probabilit alse alarm performance is enhanced in
terms of bit error rate The Statistical b & made between the two sensing
techniques to evaluate the performanc r@ms of

The rest of the paper is sys follows ctlon II literature survey is presented,
Section Ill contains model ]O;rr% y det@] Cyclostationary detection, Section IV
contains Results and Slmulatlon d Secti tai

Partha Pratim B arya, - \[6], presented an overview of all spectrum sensing
techniques fo ¢< radio. ious aspects regarding each technique were studied
properly. In @ e sensing, External sensing, Distributed sensing were also
described. Pro d cons technique give the overview to prefer one sensing technique
over the other. Ba3|c ison between the different sensing techniques was also given in

ins Conclusion.

2. Literature Surv

this paper

G. Mohapatra@., [5], Spectrum demonstrated that sensing problem has gained new
aspects with gognitive radio and opportunistic spectrum access approach. To identify the free
spectrum % of the most challenging issues in cognitive radio systems. This paper
explore us sensing methods, their performance, applicability and effectiveness under
di ansmission conditions and advantages and disadvantages incorporated with each
s% method. This paper evaluated the performance of cognitive radio with energy
detegfion based spectrum sensing (ED-SS) in AWGN, and cyclostationary feature is used for
Spectrum sensing .The results of different windowing techniques were implemented along
with their contour plots and a comparative study based on the simulation results was also
given successfully. This technique based on window functions helped in detecting the
primary user under low SNR condition.

Shiyu Xu, et al., [7], addressed the Cognitive radio in terms of Real time spectrum sensing
with certain accuracy The Spectrum sensing technique used was Cyclostationary. This paper
detected the licensed users’ features by examining the performance of some frequencies and
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cycle frequencies which reduces the complexity significantly. Through simulation
examination on different detection points, he determines the best detection point.
Combination detection method using multiple detection points to is used to obtain better
performance. The effectiveness of the proposed method was validated through results.
Abdullah Al-Mamun, et al., [2], This Paper examined how cognitive radio can be utilized
in short range systems based on Ultra-Wideband (UWB). UWB is a technology in wireless
communication used for high speed data transmission with low power utilization with
applications in military, radar, sensor, tracking, data collection or even commercial
application. UWB can move between very low data rate or very high data rate, also between
short range and long range distance applications. Impulse radio UWB showed some
characteristics in short-range communications with varieties of throughput options that
include high data rates. The strong synergy between the aims of cognitive radio and@es

of IR-UWB has been shown in this paper. ?“
3. System Model

*
Two sensing techniques are being worked out for which will be §ivepe-

3.1. Cyclostationary Detection QQ \>/
st

This process basically depends on periodicity atistics of meah or autocorrelation of the
signal that vary periodically over time [7]. T?@eriodie'g@ used in received signal to
at

represent the existence of the primary use e cyclic co ion factor (SCF) is the key
point for detecting the primary user si e fl @'t of Cyclostationary detection is
given below: \ s&

L

Followed by Noise W Q

Attenuatio

oA << 72

Calculate SCF usin c@ent
windov\%

Decision

Occupied ]

[ Vacant ]

@ Figure 1. Flow Chart of Cyclostationary Detection

Initially we go for a check to evaluate the occupancy of the channel to show whether the
user’s data is present in its frequency band or it is empty; known as spectrum hole [8]. On the
arrival of user data, it is modulated at the carrier frequency. Then all modulated signals are
added to construct carrier signal. Periodogram is used for the estimation of power spectral
density. Assignment of primary user with spectrum is done according to their data
requirement. The first spectral hole is assigned to new secondary user. The particular slot is
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emptied if all the slots are filled. The effect of noise along with the attenuation is taken. To
determine the behavior of the signal whether it is periodic or not, spectral correlation function
along with different windows is used. Kaiser, Hamming, Hann, Rectangular windows are
used. Due to the periodicity of the baseband signal, SCF would be able to detect the primary
user signal at very low SNR because of its noise rejection capability. This is because noise is
totally random and does not exhibit any periodicity. The flow chart for the cyclostationary
detection is given as:

The system model for Cyclostationary detection can be explained as follows. The
conditions for the process to be cyclostationary:

Elx(t + T,)} = E{x(t)}

R, = Elx(t +7)} 2

Both the mean and auto correlation function needs to be periodic. Takin Fourier
coefficient, it is represented in terms of cyclic correlation func n given %

REG) =1 f!" R {t@QﬂEt

ul |:|

Where o=n/T; represents the cyclic fregu . Then, t iscrete Fourier transformation
of the cyclic autocorrelation functlon can omputed to obtain the spectral
correlation function (SCF) as: s\

\w- oo

Finally, the de @s comple d by searching for the unique cyclic frequency
corresponding to -- int lane. The peak will not be present in the case when
[l

there is no prip r signal in the concerned frequency range.
In additio , the é’n be used to find out the type of modulation scheme used by
the primary ignal. n be achieved by counting the number of secondary peaks at

the double frequencigs. e modulation scheme involved is BPSK, there will be single
secondary peaks a ouble of operating frequency. Instead if the modulation scheme
involved is QP&&ere will be two such secondary peaks at the double of operating
frequency.

3.2 E@etectlon
i a most common method of spectrum sensing because of low complexity and

co ational cost. The receivers do not require any prior knowledge on the primary user’s
signal [9]. The system model for Energy detection is given as:-
The energy of an averaged signal is subjected to two hypothetical test functions.

H1 (PU is in operation)
Under HO

X[n] =w[n]; (occurrence of noise only)
Under H1

X[n] = s[n] + w[n]; (occurrence of signal with noise)

298 Copyright © 2014 SERSC



International Journal of Hybrid Information Technology
Vol.7, No.5 (2014)

Here n = 0,1,2....,N-1,N shows the index of sample, w[n] designate the noise and s[n] is the
primary signal to detect.
The flow chart of Energy detection is given as:

Amplitude Modulation

l

Simulation over different fading
channel which includes MIMO, d
racian.Ravleigh fadine channel.

l

Received Signal

VQ
l NoxcA << 771
Calculate the accumulated @

power

Decision

A\
T NI

AN
Figure 2. Flo % of etection

N

f reteived signal by squaring the output of
time. Finally the output of the integrator
ther primary user is present or not. In the
istribution.

According to it, we can meas @ energ
band pass filter and integrate the obsé
Y is compared with threshald A to dec
proposed work, threshol u@is Chisq

.
A N
/P \b @.S o/P
S
Ba;n S > 12 > Integrator > Threshold ——>
E @eviee

F@e 3. Block Diagram of Energy Detection

The Energy or can be applied to different fading channel which includes Rayleigh
fading charﬁ%?ician fading channel and MIMO fading channel to calculate the probability
of detecti@ nd probability of false alarm P for different channels as follows [10]:

@O p=pfr> A/Hu} = 0nl2r %)

I(n*/y)
Py=P{Y >R, )= F(H}Z

Where I" (.), T (., .) are complete and incomplete gamma functions, y is SNR and Qp( )is
the Marcum Q- function.
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3.3. Why MIMO Fading Channel???

We simulate Energy detector over MIMO fading because Bit error rate (BER) is
significantly enhanced at low signal to noise ratio (SNR). That means as we increase the
number of antennas at receiver end, the BER is decreased 2 times thus providing higher
capacity, better transmission quality, increased coverage area, low probability of false alarm
P: and high probability of detection P4. Moreover MIMO fading channel models other fading
channels such as Rician and Rayleigh fading channel. The probability of detection P4 and
probability of False alarm Psfor MIMO fading channel is given as:

r(L*]IEIFE)

[E1E-
function. L is the number of samples which each anten
variance and signal variance respectively. H is decision t

|ves a are the noise

! riL) Y
Where F{L —) is upper incomplete gamma function Sd I'(L) is,c gamma

Pd g +

4. Results and Conclusions \®
An extensive set of S|mulat|o been C d in MATLAB using the system model
as described in the prewous sear rk of this paper is done in such a manner
that outcome will be a sele on o hlgh |zed parametric algorithm which would help

to evaluate effective spectr ensing t

4.1. Periodogram Cycl ﬁry Detector is designed. Inltlally we go for a check to
evaluate the o 0f th nel to show whether the user’s data is present in its
frequency b known as spectrum hole. On the arrival of user data, it is
modulated at arrier @ cy. Then all modulated signals are added to construct carrier
signal. Perlodogram i for the estimation of power spectral density. Assignment of

is assigned to n ondary user. The particular slot is emptied if all the slots are filled

shown in tm elow.
O
&

primary user with @ is done according to their data requirement. The first spectral hole
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Power Spectral Density

Powerffrequency (dB/Hz)

Frequency (kHz) V
Figure 4. Periodogram QE
4.2. Attenuated Signal: The effect of noise along with attﬁ\ is @

4
N
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T

o

Q é ; re 5. Attenuated Signal
4.3 Detecting Prima

ré usmg SCF passing through Hann Window: The behavior of

the periodicity of si Is determined by SCF using different windows such as Hann
Window, Kaiser , and Blackman Harris Window so as to detect primary user at low
SNR. Peak i in the'grdph shows the presence of primary user. In addition to this, the SCF can
be used to ut the type of modulation scheme used by the primary user signal. This can
be achlev counting the number of secondary peaks at the double frequencies. If the
modul heme involved is BPSK, there will be single secondary peaks at the double of
requency. Instead if the modulation scheme involved is QPSK, there will be two
condary peaks at the double of operating frequency.

Su
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Figure 7. Detec nﬁﬁs‘eﬁ; Kaiser Window

4.4. Energy Detector: We use réeeiver ¢ tics (ROC) analysis for the signal detection
theory to study the perfor of the a@ietector We simulate the Energy detector over
MIMO fading channel dels beth Rician, Rayleigh fading channel. A graph is plotted
for probability of ion over M%O, Rician, Rayleigh fading channels shown in the
figure. The graph hat wi reasing probability of detection, there is increase in the
probability o larm. @

== i " ———
rayleigh sim
—=* — rician sim
— - — mimo sim
.
o4 0.5 0.6 o7 0.8 o9 1

Figure 8. Graph between Pyand Ps
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4.5 Comparison: Lastly the Statistical comparison is made between the two to evaluate the
performance in terms of SNR. From the graph, it is evident that Cyclostationary performs
better than the Energy detector because of its detection capability.
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Table 1. eters \6
« o~
A
Montle Carlo runs !\@ \}? 10000
Sample Points (N 10
p ) @
Modulatioa,_ \ . QAM Modulation

Int_ph - Q\} 1/6* pi
4
wwg \x\‘ A*sin(2*pi*FO/Fs*t + init_phase)

<

5. Conclusion \\\ \Q\‘

This pape he diffi of ineffective use of spectrum given by FCC that spectrum
is sufficient b not p utilized thus maximizing the utilization of the spectrum. In
this paper, two S sensing techniques are successfully implemented. In
Cyclostationary %« , the PSD is successfully introduced to check the proper allocation

Py

of the spectrum. e along with attenuation is considered on the signal efficiently. Spectral
correlation functiorrwith different windows is used well to calculate the behavior of the signal

it is YErodic or not. Based on periodicity of the baseband signal, primary user signal
at low e@ 0 noise ratio is computed successfully. Moreover Energy Detector over MIMO
fag g @. eveloped positively that increases performance in term of BER, increases capacity,

S better transmission quality. Finally the comparison between the two is made
succeSsfully to evaluate the performance in terms of SNR which shows that Cyclostationary
detects well as compared to Energy detection.
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