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Abstract \/
aerobics can be better able to carry out, the performanc redlctlo mportant
Aiming at the problems that the predictive model is often M chln icult to solve
: re ntrol, an online
support vector machine (OSVM) modeling is pr . Th| method builds a
nonlinear model for objects using OSVM. FurthéraOre, this method to the
aerobics performance prediction is fea3|bw ctive.
Keywords: Online-SVM, Performan @ctmy\@s fitting
education gradually. Aer educatl n strengthen the basic teaching to meet the
increasing requiremen aerobics\learning, further reform the sports curriculum and
It neither bel on ure danceyor different from the traditional sports. Aerobics exercise
mainly relle us' a ompaniment. The body moves greatly in aerobics. Aerobics
has strong se gf rhyth he movements are smooth. Aerobics can be used not only for
In past researc ny scholars studied the performance of the aerobics. Yin Hang
studied the mai tors that could affect the aerobics special sport achievement of the
ance, the body shape and the somatic function. The weight coefficients in the
equatlon obtained by adopting the expert questionnaires and the empirical evaluation [2].
l
!eroblcs performance based on the neural network [3]. In this paper, we established
th diction model of the aerobics athletes special performances based on the thought which
which uses the body shape, quality and the performance as the indexes to establish the model.
The variables are selected from the 32 different indexes by correlation analysis and cluster
by experts through analyzing the level of the movement difficulty.
The traditional data forecasting method is difficult to establish an accurate predictive
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Aerobics has been broadly adopted in colleges and universities in 0 r try For
the nonlinear optimization function of nonlinear system
performance prediction of the aerobics. The re how tha onlme SVM applying to the
1. Introduction A
In recent years, Chinese col ges versrtles begin to popularize the aerobics
improve the student ical “Aerobics ranges between dance and physical exercise.
entertainment but also% rcising.
athletes in differendlevels [1]. Wang Fang established the multivariate linear equations of the
d has the strong subjectivity. Wang Ni established the evaluation model of the
is put forward by Bai Kaixiang [4]. The author adopts the multivariate regression method
analysis. The dependent variables are the special movement performances. They are scored
model. Therefore, many scholars put forward a prediction method which is based on the
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intelligent model [3]. The intelligent model does not need to understand the controlled objects
deeply. It only needs to study the historical data to establish a more accurate model. Therefore,
intelligent model has a good applied prospect. Other literatures design the predictive control
methods based on the different neural network models [4-6]. This method can handle the
nonlinear and the constrained objects. However, the neural network is easy to fall into the
local optimum and has poor generalization ability. Therefore, some other scholars studied
MPC method which is based on the Support Vector Machine (SVM) [7-10]. SVM has the
characteristic of global optimum, strong generalization and small sample training. It improves
the efficiency of the prediction control effectively. The above prediction models are off-line
training models. They could not revise these models online. But the nonlinear process
generally has the characteristic of time-varying. So, the offline established model cannot
adapt the change. The online support vector machine is a training method of SVM on%}l&].
OSVM saves the training parameters. When the model error is more than the setti ue,
we adjust the model parameters through online learning and make the para ;Yr%et the
setting accuracy. Therefore, OSVM can adapt the dynamic changes of the r@ bjects.
rds. T imdéxes include
ontrol,, In ition, this paper

This paper identifies the evaluation indexes and the gt
accuracy, uniformity, flexibility, coordination, stability
uses the OSVM to predict the aerobics performance est resulw that the method
has a pinpoint prediction accuracy and a good ge @ zation W he structure of the
article is as follows. The first part is the introduction. The secon& is the SVR model. The
third part is the types and selection of kernel @ion. The?th part is the Online SVM

t

algorithm. The fifth part is the numerical ana nd the las is the conclusion.

2. The SVR Model \(O g&@
Ls - svr expands standard S};@/ op}i%lg the square of relaxation factors and

converting the constraints of i lity to e , S0 the quadratic programming problem in
traditional svr becomes Jigear simw@v equations, thus the calculating difficulty
reduces a lot in compan he solutio h efficiency and convergence speeding up.

The basic metho b\ .

Define x < R"a \ , let R\@th input space, by nonlinear transformationg () , we let

in the input space ap intmig dimensional characteristic space where we use the linear
function to fi Ar ple dat%[ making sure the generalization.

he linear estimation function is defined as:

In the characteristic®
y = f(x,w)=aﬂ$\ 1)

Where «, ig the Weight and v is the skewness.

The ai on is:
TinJ@ :éwTa)+%C§§iz (2)
Y, =¢(X)o+b+& i=1 N (3)

Where » < R" is the weight vector and 4(.) is non-linear mapping function, ¢ < rR"*' is
relaxation factor, b < r is the skewness while c - o is penalty factor.
Importing factors, «, « R"**, we can easily get the function as:
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L(o,b,¢, a,) = §||a)||2 +§cz =Y a[6(x)o+b+ & -y ] ()

i=1

According to the KTT we get
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Then *

Q, = #(x) 4(x,) = K(x,,x,) &6\ s‘\§® )
We then have the s - svr %@h fungti@no

N

f(x):ZaiK(xi,xj)+b @ @ (8)

The basic thoug c Qsho@igure 1.
@G-,
O (s |
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(=
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=2/lwi
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Figure 1. The Optimal Hyperplane

3. The Types and Selection of Kernel Function

In general, the kernel function is commonly used as the linear kernel function, polynomial
kernel function, the radial basis kernel function, and sigmoid kernel function. The functions
are as follows:
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(1) Linear kernel function
K(x,x,)=x*Xx,

(2) Polynomial kernel function

K (%) =[0x*x,) +11°

Where the d is the order of the polynomial

(3) Radial basis kernel function
K(x,x,) = exp(—”x - x|||2/202)

\,‘
Where the - is width of the kernel function OQ

(4) Sigmoid kernel function \* . @
K (x,x,) =tanh(y(x*x;) +c) Q V
Commonly used kernel function can be divided@lwo ca@gQ' S: one category is the
global kernel function, the other is Iocal@functio The' linear kernel function,
C

polynomial kernel function, and Sigmoid Iger tion is al common kernel function.

4. The Online SVM Algorithm\%\ *@

In this paper, we present al SVM m?)&l whose primary distinction from the
conventional SVM model fou%J e me @)f data provided. The data are provided in
sequence for the presented onling SV , While they are supplied in batch for the
conventional SVM model our mo@pose that the initial training data set with |
samples. Then we sele timal kernel*function with the optimal parameter. As we know,

for any orthogonal b .. P

In this pa e “present
conventionalm mode s on the manner of data provided, i.e.. The data are provided
in sequence e pres online SVM model, while they are supplied in batch for the
conventional SVM m n our model, without loss of generality, suppose that the initial
training data set wi mples. Then we select the optimal kernel function with the optimal
parameter (say, &imal model is established based on the current | data). As we know,

2 v, k
a?qaine SVM model whose primary distinction from the

k
for any or al basis(p,,", p,) in Hilbert space H , if 6 e H , then 3 cos’(p,,0) =1
i=1

h .@(x, y)) refers to the cosine function of the includes angle between vector x and y ,
ant Los(x,y) = x"y/(|x||]y) . In the presented approach, a vector sequence
{a,, " a}a, =¢(x)y, —4(x)y, k=1",1( -1)/2 is firstly constructed, and then an

orthogonal vector sequence{s,,”" ., 8,3}
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a = BB, a)

i=1

@ = BB, a)

j=1

With d =rand(a,,”",«,) can be obtained by the well-known Schmidt’s
orthogonalization procedure. Because {W,s,,"", 5.} (W is the normal vector of the
regression hyperplane) is an orthogonal basis in H and each ¢(x,) belongsto H , we have

Z cosz(ﬂj,¢(xi))+ cos’ (W P(x)) =1

. 0?\/

- ||¢(x.)||\/1szly;osz(ﬁj,qﬁ(x.)) OQ\*\\/\g/

The main ideal of the online-SVM can pe Q)Ilowmd\6
Step 1 (Initialization) \6\ so\\@
(1) Let the initial training data setk@g sun;m@ed I samples

(2) Let the class of kernel functi \

Ker (> ) ={K, (X

Where k (> ) ®th t rnel function with continuously adjustable kernel
parameterszQ
Step 2 (optimal ernel

(1) For each @ ) e Ker(S ) , solving the following optimization problem.

A*:agr {F (K )}

60 |

v
o A
0% )_271

(2) Then the optimal kernel is
K (3 *) = Ko.(A)
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Where

0 = argmin(Ki(A*))

1<i<P

Step 3 (Online learning loop)
When a new sample, (I +1)th , arrives

d
L Ifa, = > g B, . then calculate {A(d +1,i,j),B(d +1,7,,).C(d +1,i, j), B,..}

and then go to step 2.
(2) Otherwise, the optimal kernel and corresponding online SVM model are not changed.

The objective function can be written as follows: ?N
L:i,b’TK,B—<c,,B> . 0 9)
2 Q\

Where ¢ isan I-1vector, g ={B,,"",5,}. @

At the initial stage of the online training, suppose xample\'\\;/en for each class. The
hyperplane with a maxi-mum margin for thesestwo exarrlpl can be found by solving the
guadratic programming problem (10). In ase, bot%/ mples are SVs. The new

hyperlane can be found by minimizing® with
hyperplane and the new example.

\
Similarly, at the kth step, we der@be set of § SV, and the example corresponding

to the SVs as .
i o
The hyperplane is ¢ Q

N

[sv,| Q
fdx):sgn@K(X@f) b,) (10)
Qas follows.

The algorithm is sum

Algorithm (Onlir@ort vector classifier algorithm)

Set 6, ={x, g, }.for’x =1,2,and |E, |- 0.
Minimize w, to obtain an optimal
Bound@

F 4,1 do
tain a new example s, = {x,.y,}.
If y £, (x,) violate the KKT conditions
Or e, , >0 then
if y, f_,(x,) violate the KKT conditions
and |E__ =0 then

s obtained from the current

1918Vl

G, ={Sx/, sy, "¥luUs, .
end if
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if y, f,,(x,) satisfy the KKT conditions
and |, ,|> o then

ISV 4l

G, ={Sx/ sy, "} UE, Us,.

end if

Minimize (9) to obtain an optimal boundary
f, with 6, .

E, ={x.v, |y,f, (x) Vviolates the KKT
conditionsy! .
end if

end for
while g, >0 do

G, =SV, UE,. ?\V
Minimize (9) to obtain an optima boundary f, . 0
E, ={x,.v, |y, f(x) violates the KKT *‘
conditionsy, , . Q\
end while O

The prediction process figure of improved @ort vegtogac ine model is showed as
Figure 2.

Initialization;
function;

* A
4
clation the error value, and
3G rds the error value and the

ediction error function of the
parameter set

Record the error
Values, and determine
Whether the number of

parameter set reached to N

sets which have the minimum
Error Value, and determine whether
The Error value is less than

the prediction error valu

‘ Output the prediction model‘

l

‘Get the prediction results

Figure 2. The Prediction Process Figure of Improved Support Vector Machine
Model
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5. Numerical Analysis

5.1. The Choice of the Indexes

There are six indexes according to the public aerobics competition rules. They are the
veracity, the regularity, the elasticity, the harmony, the stability and the control. Requirement
derails are shown as Table 1.

Table 1. The Indexes and the Requirements

Index Requirement
Veracity accuracy of action and the precise position
Regularity consistent degree to accomplish the actions \/‘
Elasticity the light pace
harmony coordination of action and music /~
stability the ability to dominate theybody conti S
control the ability to control\pd.%gﬁlate ody

A
5.2. The Choice the Training Samples QQ \>/
0

We choose 20 students who take part in the aer curricul the training samples.
The scores are given by Delphi Technigue. The ts are sht%i in Table 2.

Table 2. The Results ‘1@80 r hhe Samples

&

N20 [ X1 | xa[[X3 X6 | Y
1 8.7 o 85 [ 8N["9.2 | 91 | 887
2 75 \ 7 7% (81 | 80 | 7.7 | 7.78

3 9.2 Vo1 )N\[*8.8 | 89 | 87 | 893
4 2,4 74%%9°| 81 [ 84 [ 79 |785
N 8.0
6.9

83 |81 [ 79 | 73| 77 |788

b6\ 6.7 [ 72 | 70 | 69 [6.88

BN 6.9,
JN\® 8.8@.1’ 82 | 83 | 86 | 88 | 847
N8 [ # |72 ] 68 |67 |70][76]|707
9 }gﬂ 91 [ 94 | 96 [ 92 | 92 [9.32
\

5 | 79| 75 | 81 ] 86 | 84 817
0. 93] 96 | 95 | 96 | 9.1 | 937
< ¥ 62 | 66 | 67 | 6.2 | 58 | 6.7 | 6.37

L 13 66 | 6.1 | 68 | 64 | 6.0 | 6.9 | 6.47

\& 14 | 78 | 79 | 81 | 74 | 78 | 7.7 | 7.78
O 15 | 81 | 84 | 78 | 79 | 81 | 84

8.12
16 8.2 88 | 82 | 85 | 84 | 83 |8.40

@O 17 | 69 | 62 | 68 | 72 | 61 | 69 | 6.68

18 8.7 9.2 8.9 84 | 81 | 85 | 8.63
19 8.4 8.3 8.1 80 | 84 | 89 |835
20 7.9 7.0 7.1 71 | 72 | 6.8 | 7.18

X1 is the veracity, X2 is the regularity, X3 is the elasticity, X4 is the harmony, X5 is the
stability and X®6is the control.

50 Copyright © 2014 SERSC


app:ds:numerical
app:ds:analysis
javascript:void(0);
javascript:void(0);

International Journal of Hybrid Information Technology
Vol.7, No.4 (2014)

We calculate the average value of the six indexes for each sample and get the row Y. Then,
we draw the histogram of the six indexes for each sample and the curve of the average value
Y in one picture. The results are as shown in Figure 3.

=
o

o - N w £ w a ~ 00 (=]

12 3 45 6 7 8 9 101112131415@ 8920Y
Figure 3. The Six Indexes and @ veragwl

5.3. Indexes Fitting Q . %
We fit the indexes and get the fitted va @en we cmte the error of the two columns
of the values. The results are as shown i 3. .%
Table 3. The Error f@ ctuag;VEl%es and the Fitted Values

N20 al value

values Error

Loyl 8872, NU [N 894 0.0079
2 778 \o  7.89 0.0141

‘N2 g% 8.79 -0.0157
N 98 7.79 -0.0076

\ :
OQ 5 1, ¥7.88 7.95 0.0089

6.88 6.92 0.0058
7 8.47 8.55 0.0094
7.07 6.99 -0.0113

9 9.32 9.18 -0.0150
10 8.17 8.27 0.0122

\& 11 9.37 9.30 -0.0075
O 12 6.37 6.25 -0.0188

O 13 6.47 6.60 0.0201

14 7.78 7.84 0.0077

@ 15 8.12 8.22 0.0123
16 8.40 8.29 -0.0131

17 6.68 6.78 0.0150

18 8.63 8.69 0.0070

19 8.35 8.21 -0.0168

20 7.18 7.33 0.0209
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We compare the actual values and the fitted values. The two values are drawn in one
picture. The results are showed in Figure 4.
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o (Y1 A X e
LAY y 1/ \

—@—Fitted values

A A Y ny

6.5

6‘0 IIIII { I IS N TR W T A— 1111 g1 o ‘
1234561738 91011121314151617\2

Figure 4. The Actual Values a@u Fittee,Va

same. The cures are little different at the poi , 16 ar And the curves at the other
points are almost perfect. The fitting of thé s achiexes a'good result.

\
5.4. Performance Prediction @ s&
As the good result of fittin%az’e preﬂi% values for next ten samples by online-

SVM. Then, we calculate the er etwe® al values and the predicted values. The
results are shown as the Ta@l. \

‘K e'4. TheQ&dicted Values and the Error

From the Figure 4, we can find that the actuahyalues and ge}hed values are almost the

10 | Ac al@ies | Predicted values Error
21 . 82 8.25 0.0061
O 8.4 8.43 0.0036
( 7.9 8.11 0.0266
6.5 6.61 0.0169
25 1.7 7.59 -0.0143
26 8.1 8.17 0.0086
% 27 9.1 8.92 -0.0198
O 28 8.8 8.93 0.0148
@) 29 6.9 701 0.0159
@ 30 7.0 7.13 0.0186

We draw the actual values and the predicted values in one picture. The results are shown as
the Figure 5.
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9.5
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the curve of the predicted values. This means that the predigti ds obt
The online-SVM applying to the aerobics performance pr is fagib/ d effective.

6. Conclusion O \\/

Aerobics has been broadly adopted in c@ges and @hiyversities in China. As the
characteristics of ornamental value and easil@ pted, Aerebics is very popular among the

From the Figure 5 we can see that the curve of the actual vsllues and exa

students.

In this paper, we choose six mdexe Judg iteria to evaluate the performance of
the aerobics. We apply Delphi Tec to get th es for 20 samples. Then, we calculate
the average values of each samps the a ime, we fit the samples and get the fitting

ctua

curve. With the comparlson 0 find that the fitting curve achieves a good
result. At the basic of the fitting curve @ ict the next 10 samples by online-SVM. The
results show that the pre outcome btained a good effect. This result means that the
online-SVM applyi @aerobl rformance prediction is feasible and effective.
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