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Abstract
In recent years, outsourcing large amount of data in cloud and how to manageWa
raises many challenges with respect to privacy. The concerns of privacy can be dif
cloud users encrypt the data deployed in the cloud. Among the variou ographlc
encryption schemes, homomorphic scheme allow to perform,meaning ations on
encrypted data. In this context, the research deals with h r|3h|c e@% scheme for
malntalnmg privacy and securlty in cloud by detectmg the o incyrre le transferring

of detectio emes proved that
3 Mode\\/
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1. Introduction . 0 \

Cloud computing is started off w b@ where large number of systems
are used for solving scientific at req gh levels of parallel computation.
This technology expanded ex% ally, h eventually stimulated concerns over
ensuring data security in pub tworks

According to a rece Survey d by Cisco Global Cloud Networking
Academy, it has bee d that nt of IT professionals stated that security of
data is a major h|n impl tthe services in cloud [1]. Recent development in
cloud storage an erV|c ed by it allows users to outsource storage. As a
result, it al panl rganlzatlons to offload the task of maintaining

many algorit have e ed [2]. Only a few algorithms play a comprehensive role in
creating and maintai secure session over vulnerable public networks. Public key
cryptography is the commonly used algorithms for this type of operation. The
authenticity be the communicating parties is ensured by implementing this
technique; ?ese ommunicating parties share their private keys amongst them before

datacenters. past i rs, the security requirements for data are very strong and

exchangi ormation. In the case of transmitting a message over a public channel,
the w Diffie Helman [1] and RSA [3] provides way to encrypt a message into

mt using private key. Consequently, the receiver on the other side has to read
@her text by decryption with the help of their private key. The encryption scheme
shows that the secret decryption key allows retrieving the actual text but if the secret
key is lost, the ciphertext is of no use. In 1978, RDA [4] decided to propose a technique
on performing arbitrary computations on encrypted data. Such techniques give rise to
useful applications to privately perform manipulations on encrypted data in the cloud.
The necessary data can be decrypted by performing their corresponding computations.
Assuring privacy tend to be very critical when complex computations are performed on
encrypted data.
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Homomorphic encryption is evolved to solve such critical issues. The homomorphic
properties of ciphers have been implemented in various real time applications. Some of
them include privacy protection during electronic voting, computation in multiparty
environment computation and analyzing traffic in distributed environment [3].
Basically, homomorphic encryption enhances the security measures of cloud data. Data
protection is achieved through the homomorphic encryption scheme, which allows
additive and multiplicative operations over encrypted bits. The cloud provider accepts
encrypted user query data to perform processing without being aware of its content. The
results of the user query which is again an encrypted data is sent to the user. The user
alone decrypts the data and views the result of the query.

The public-key and private-key cryptosystems are designed with various fault attacks
[5]. Error Detection (ED)-based countermeasures have been developed for both«rivate-
key cryptosystems such as AES, public-key cryptosystems such as RSA[6],
In this research, the focus is on detecting the fault attack usi
cryptography, RSA. It is identified that countermeasures for RSA can
achieved through the digital signature mode which is b CRT- .

In the past years, homomorphic Encryption allows simgplejco on encrypted
data. Such practice is known for a long time. Th ] encryp scheme supports

addition of encrypted bits mod 2 (Exclusive ction \(mber of encryption
homo ic followed the suit.

systems that are either additively or multiplicati
Encryption systems of ElGamal encryptm?hemeo The Paillier encryption
t of latticE-based encryption schemes

scheme[11][12] and its generalization {2

and others evolved [13][14][15]. A s ved additive and multiplicative
encrypted texts which has more r of s and just one multiplication.
Constructing an encryption that |s additively and multiplicatively
homomorphic remained a\m& hallan 16] The additive and multiplicative
homomorphisms form a com set g ns The scheme enables performing any
polynomial-time comput on enc data. Later, Gentry[16] constructed a fully

multiplications on ed dat 7]1[18]. Rivest et al [19] Gentry and Halevi[16],
Diffie and Hel 0] pe the RSA with multiplicative and additive
homomorphi ctivel®
2. Fault Attack on ographic Implementations

Cryptographic“& ms like symmetric ciphers, asymmetric ciphers, and hash functions

homomorphic encrypt% ch allows“ewvaluation of arbitrary number of additions and
p ®§

are designed wi et of primitives that meet specific objectives (Guan et al 2013). The

Cryptographig impiementations on evaluation show their resistivity against attacks. It is
necessary rmine countermeasures against such attacks and evaluate the feasibility and
applicabi f such attacks. Side channel attacks assist in breaking the hardware or software

( C6), public key ciphers (RSA-type ciphers, EIGamal-type ciphers, ECC, XTR, etc.),
to break the implementations of signature schemes, chunk authentication code schemes,
cryptographic protocols, cryptosystems, and networking systems. Side channel faults are of
two kinds. The first kind of fault is induced during cryptographic computation. These faults
are either random or intentional, caused by a voltage manipulation. The second kinds of faults
occur by intentionally injecting corrupted input data. This research focuses on such
computation wherein the receiver while noticing a mismatch identifies that the chunk is
faulty.

i% ations of many cryptosystems including block ciphers (DES, AES), stream ciphers
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3. Fault attack on RSA

There are many formal definitions for public key cryptosystems such as RSA and Pailler
cryptosystem. Public-key cryptography is asymmetric since one of the participants has a
secret key, while the others have access to the public key that matches the secret key. But, the
symmetric system has only one key which should be shared between the two participants. The
complexity of the systems indicates that the computation of public key systems is time
consuming. The objective is to exchange data between two users without sharing a common
secret.RSA Labs embarked on an effort to differentiate the security level of symmetric key
and the RSA key size (Yu et al 2013b). The security of RSA depends on the key size. In
integer factorization problem-based algorithms, the security depends on the difficulty to
factorize a large number to obtain large primes.

3.1. RSA Encryption Scheme @Q

A public-key encryption scheme E1 is a tuple which is rep%tgd as KeyGen).

The key generation algorithm (Enc, Dec, KeyGen) takes r k1 as mput

and outputs a pair of keys (pubk; seck). pubk refers to
key or secret key. pubk and seck each have length ‘ 1, a % can be determined
from pubk; seck.

(1) Key Generation: Choos distinct e numbers pl and ql. For
security purposes, the iQte Q and ql@g be chosen at random, and
should be of similar bll@h Prigae, intégers can be efficiently found
using a primality tes{ .@

o Compu% ql,n ed as the modulus for both the public and
ts le

private ke %ﬁ@ ly expressed in bits, is the key length.
o Confl (1) OO

* t0tient functi

)o(ql) = (pl — 1)(ql — 1), where ¢ is Euler's

e«l(#d o(nl) are co-prime. el is released as the public key
exponent. el having a short bit-length.

O&hoose a;Qger el such that 1 <el < (n) and ged (el, ¢ (nl)) = 1;

. ermine the multiplicative inverse of el (modulo @(nl) as d1-1=el
mod ¢ (nl)), i.e., d1 is the multiplicative inverse of el). This is more

\l clearly stated as: solve for d given dl-el = 1 (mod ¢ (nl)). This is
O computed using the extended Euler function. d1 is kept as the private

key exponent. The public key consists of the modulus n1 and the public
O (or encryption) exponent el. The private key consists of the modulus
% nl and the private (or decryption) exponent d1, which must be kept
secret. p1, g1, and ¢(nl) must also be kept secret because they can be

used to calculate d1.

(2) Encryption process is a technique to convert the plaintext into ciphertext.
Public key is used for encryption process. Public key pair is given as (n, e).
Message encryption process is done using the value of (n,e) and is
represented as :
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C=M°®(mod n)
1)
M denotes the input message. C denotes ciphertext.
Encryption algorithm (Enc) uses a public-key pubk and a string m1 called
the message from some underlying message space (M1) as input. It
produces a ciphertext c1 from an underlying ciphertext space (C1).

(3) Decryption process is a technique to convert the ciphertext into plaintext.
Private key is used for decryption process. Decryption algorithm uses a
private-key pair(nl,el) and a ciphertext C1 as input and produces an output
message M1.

It is represented as:

)

M denotes the output message. C denotes the ciphertext me@? '

M=C*® (mod n) .

3.2. RSA Homomorphic Property %"

A partially or fully homomorphic system requires ano@\\@ig ithmq to orm operations
on ciphertexts(He et al 2012). The public-key encrm heme § = , Dec, KeyGen) is
homomorphic if for all k and all (pk; sk) output eyGeﬂ%(is possible to define
groups M,C so that: The plaintext space M, andh| ciphertexts-outptit by Enc . are elements
of C. For any ml, m2€M andcl,c2 € C W@ %nd m2 = Dec & (c2) it holds

= Dec ST(\k
that: Dec ¢ (c1 *c2) = m1 * m2 where tﬁ\ p oper@bns are carried out in C and M,

respectively. and c Q Qx € C1 with
ml = Dec seck (cl) and m2 = c*seck % holds that: Dec seck(cl *c2) =

ml* m2.
*
3.3. Paillier Encryptio&Scheme’\\Q\
As discucced above, ey encryptiorischeme tuple E is represented as (Enc, Dec, KeyGen)
(1) nerati The key generation algorithm is similar to RSA

e Choosing two large prime numbers p1 and g1 randomly and
independently of each other such that gcd(p1qgl,(p1-1) (gl1-

1))=1. This property is assured if both primes are of
equivalent length, i.e., »1,511||{0,1}*~1 for security

O* - parameter.
@O e Computation of n1=p1*ql andil = lcm{pl — 1,q1 — 1).

O hieh follows the’steps as:

e Selecting random integer gl where gleZ = which

ensure that nldivides the order of g1 by checking the
existence of the following modular multiplicative inverse:

ul = (L1({g1" mod n12))~1 ©)
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where function L1 is defined as (11} = _;.-?12;1 .

Note that the notation :—i does not denote the modular multiplication of al

times the modular multiplicative inverse of bl but rather the quotient of
al divided bybl, i.e., the largest integer valuev 1l =10 to satisfy the

relation al = v1bl

e The public (encryption) key is (n1, g1)

e The private (decryption) key is (41,x1)

e If using p, q of equivalent length, a simpler variant o
generation steps

set  gl=n+1, A1 =gnl) & #1
alnl) = (p1 — 1)(gl — 1. : Q

(2) Encryption process is a tech to copv he plaintext into ciphertext.
Encryption algorithm (En a publlcﬂ& ubk and a string m1 called

the message from s Iy|n essage space (M1) as input.
produces a C|pherte @ng ciphertext space (C1).
e Letmbea @ to be %Bp ed whereml € Z,4
o Selecéndo rl W% £z
0‘\\ te Clpqxt as: cl=g1™.r1™ mod n1?.
@ic e sed for encryption process. Public key pair is given as (n1,
gl). M encryption process is done using the value of (n1,g1) and is

l:'“1 1™ mod n1?
@ (4)

m denotes the input message. c1 denotes ciphertext. r1 denotes random

O number.

%O (3) Decryption process is a technique to convert the ciphertext into plaintext.

Private key is used for decryption process. Let cl be the cipher text to
decrypt, where c1eZ -. Decryption algorithm uses a private-key pair

(41, 1) and a ciphertext c1 as input and produces an output message M1.

It is represented as:
M1=I1 (c1** mod n®).ul modnl (5)

M1 denotes the output message. 11 denotes the ciphertext messages.
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3.4. Paillier Homomorphic Property

The other algorithm to support the homomorphic property of pailler cryptosystem is
explained. A public-key encryption scheme E = (Enc, Dec, KeyGen) is homomorphic if for
all k and all (pk; sk) output from KeyGen(k), it is possible to define groups M,C so that: The
plaintext space M1, and all ciphertexts output by Enc . are elements of C. For any ml,
m2€M and cl, ¢2 € C with ml = Dec & (c1) and m2 = Dec (c2) it holds that: Dec (c1 *c2)
=ml + m2 where the group operations + are carried out in C and M, respectively and cl,c2 €
C1 with ml = Dec seck (cl) and m2 = Dec seck (c2) it holds that: Dec seck(cl*c2) =
ml+m2.The addition of two ciphertexts will be equal to encrypt to the sum of their
corresponding plaintexts.

The homomorphic encryption on cloud store proposed in the research preserve the privacy
of data encrypted. The large data tested using additive and multiplicative hom or hic
property is a time consuming process. It is controlled by an efficient applic the
process in parallel mode [22]. Hadoop's Map-Reduce discussed in the p %apter
seems to be an attractive cost effective solution for large scale data process vices like
securing data in the cloud through block encryption in para de [23@

4. Homomorphic Based Error Detection S

The error detection scheme includes input block ontaln mput chunks. Based
on the size of the input, chunks are created. T mber of deC|des the type of error
detection scheme. When the count of chunks 4 , the bas r detection scheme for even
chunks is evaluated as discussed above. e cou nks is odd the error detection
scheme for odd chunks is evaluated. U nstant chunk is generated and it is
used during encryption. The large nvolve number of chunks relatively of the
order of n follow the enhance efror d |on cheme. The enhanced error detection
scheme is allowed to run in p framew denotes number of input chunks taken for
all three schemes. Figure 1 Homomaorphi r tectlon scheme.

(/

Input

IsAdd,Mul
Homomor

message
M1,M2...Mn

HED scheme for
Even Message L b

Yes

Qutput
cipher text

phic

property?

-
K=R11, Enhancement ED

<

M2....... "] scheme using >

\ l hMapReduce
—

To identify the fault
location of the
encrypted data

Figure 1. Homomorphic Error Detection Scheme

4.1. Multiplicative Property

Basic ED scheme select two successive chunks and perform encryption of two chunks. It
calculates the multiplication of two chunks and perform the encryption the multiplication of
two chunks. Basic ED scheme select two successive chunks and perform encryption of two
chunks. Then calculate the multiplication of two chunks then perform the encryption the
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multiplication. The chunk count to be processed is odd to generate constant chunk and add
this chunk to input chunk list. The encryption process is initiated by encryption of two input
chunks and buffers the corresponding results. The product of two chunks is calculated
continued by performing encryption of the calculated chunks product. All the three schemes
are decided to check the homomorphic property. When homomorphic property is satisfied it
indicates no mismatch between the product of ciphertexts and the ciphertext of the product of
chunks. When the homomorphic property not satisfied, it indicates fault on the encrypted
data. Figure 2 shows homomorphic property of RSA.

Homomorphic Encryption Scheme:

Stepar Cy=E(M,)]

A\
Step b C=E(M) ®?~
Step o Ce=E(M; =Nzmad n) * ’
W <</
(\

Stepd: If Ce=(Cy=Cmod n
Mo Fadlt -Outputl C,JCEJO
else O \%

Fault Injected. !6 \@
Flgure@norp%&operty of RSA

4.2. Additive Property

Basic ED scheme sel successi unks and perform encryption of two chunks. It
calculates the addlt chun d perform the encryption the addition of two chunks.
The chunk count roces to generate constant chunk and add this chunk to

input chunk ncrypt n pwdcess is initiated by encryption of two input chunks and
buffers the ondm . The addition of two chunks is calculated by performing
encryption of g calcula unks addition. All the three schemes are decided to check the
homomaorphic proper en homomorphic propery is satisfied it indicates no mismatch
between the additi ciphertexts and the ciphertext of the addition of chunks. Figure 3
indicates the ho rphic property of pailler cryptosystem.
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Homomorphic Encryption Scheme:
Step ar Cr=E(M;)
Step b Co=E(Mz)
Step o Ce=E{M; +Mamod o)
Step & If Co=(Cy+Cmod n
Mo Fault -Output(C,,C3)
else

Fault Injected.

N
Figure 3. Homomorphic Property@%r C@étem

4.3. ED Scheme for Even Chunks \

The homomaorphic error detection schem Qs on eﬁ %d data in three steps namely
one verification operation after three oper he process starts with the
encryption of two input messages and next step involves the encryption
of the product of the two messagzﬁﬁlc occu ffer The comparison of the stored
results is achieved through a compa The mismatCh between the product of the ciphertext
(i.e., Cix C,) and the C|phert the pro n@ the chunks (C3) shows an injection has
occurred. Figure 2 represe@the basi icative homomorphic property supported by
RSA.

On the othersid % ng such ation fault can even occur inside comparator. Such
problem can be resg e\g usmg cking comparator or a duplicate running in parallel.

The results arg edvin reglsters ng with the secret information such as p1 and g1. This
prevents the @ er to stea ciphertext before verification is done. The drawback in the
scheme is that“tfequire s even number of chunks. Figure 3 gives a detailed design of
error detection schem% en chunks.

The homomorp r detection scheme operates on encrypted data in three steps namely
one verification&tion after three normal operations. The process starts with the
encryption Qf tfwo Input messages and stores the result. The next step involves the encryption
of the ad&df the two messages which occupies buffer. The comparison of the stored
results ieved through a comparator. The mismatch between the addition of the

(i.e., Ci+ Cy) and the ciphertext of the addition of the chunks (Cjz) shows an
@n has occurred. Figure 4.3 represents the basic additive homomorphic property
suppérted by Paillier. On the otherside, during such operation fault can even occur inside
comparator. Such problem can be resolved using a self-checking comparator or a duplicate
running in parallel. The results are stored in registers along with the secret information such
as pl and gl. This prevents the attacker to steal the ciphertext before verification is done. The
drawback in the scheme is that it requires always even number of chunks. Figure 4 gives a
detailed design of error detection scheme for even chunks.
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Figure 4. Error Detection Sche@

4.4. ED Scheme for ODD Chunks
The basic ED scheme supports even chu @ erefo pport odd chunks the next

scheme is proposed. Here introduction ing solye problem. In such cases the
simple chunk M has to follow the pre gor;th@posed with a constant chunk M.
unk

The chunk M, can either be a const dom generated value. The scheme

encrypts input chunk My. It is fo o the en |on of chunk M{xM_,,s mod n for RSA
and encryption of chunk M, dn f IIer cryptosystem. The comparison of the
result with the product and addltl n of M; and constant chunk M, helps to
identify the fault. Flgure resents atled design of error detection scheme for odd
chunks. N Q
AN N
QI
Input, Perform
mess d Encryption
b of message 1 Perform the Add/Mul of
encrypted messages
b Perform
Encryption
of message 2

Is Add/Mul
Homomorphic?

Addition /
Multiplication of

No error output
cipher text

Figure 5. Error Detection Scheme for Odd Chunks
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45. Enhanced ED Scheme

This scheme is designed for the chunks which are relatively large. The previous schemes
time overhead ranges from 50% to 100%. To reduce the time overhead further, the third
scheme is proposed by performing the same multiplicative and additive operation using Map-
Reduce concept explained in the previous section. In this parallelized scheme, each mapper
holds n chunks where the chunks are split based on the available number of mappers to
compute the encrypted form of the input chunks. Mapper i..Mapper k are designed to perform
encryption on the chunks resulting in E(M;)..E(M ;) under Mapper i to E(My)..E(M;) under
Mapper k. The leftover odd chunk follow the padding scheme of constant chunk as explained
previously. Figure 6 represents the design of enhanced error detection scheme.

*
Add/Mul V
on Chunk \.
Addf/Mul —»
/ on Chunk O

split1

¥

split2 AddfTul

] > on Chunk N * @
&

o split3 Add/Mul V
on Chunk
Add/! . \
split4 | Addfnul unk
— ol sy Add/M . -—
O on Chunk 4 dd/Mul

. HDFS

BIG \ Property Check

: | \% 5&6

¥

S n »>
L e >
4 0 k
AN\ add/mul |
on Chunk
| splitn Add/Mul 7
on Chunk COMBINER

MAPPERS

u e 6. Enhanced ED scheme using map-reduce

6. Resul Dlscussmns
6 1E ental Setup

error detection scheme without Map-Reduce has an environment which has an
Inte 15 processor running at 2.4 GHz, 4 GB RAM. The error detection scheme of RSA
and pailler is implemented in Java. The scheme with Map-Reduce has an environment
of 32 node cluster discussed in previous chapter. On examining the overall system
performance, the proposed scheme efficiently detects fault attack on RSA and pailler
system. Here the time overhead, hardware overhead and memory overhead are
considered as performance metrics. Time overhead of proposed ED scheme varies
according to the count of chunks and the number of nodes available for processing.
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Basic ED scheme took two chunks for processing. It produces 50 % of the time
overhead. The ED for odd chunks produces 100% of the time overhead. ED scheme
using Map-Reduce produces minimum time overhead compared to the other two
schemes.

6.2. ED Scheme for Even Chunks

The homomorphic evaluation of the basic scheme involves various metrics which are
measured against memory, latency and running time. The memory overhead is due to the
values of the buffers that hold the ciphertexts. While running the basic ED scheme the time
overhead incurred includes computation of product of the chunks (M;xM,), encrypting the
product E(M;xM, mod n), computation of the product of the ciphertexts of the two chunks
(C1xCy) and comparing the results. But in pailler scheme, the time overhead incurred ¢l &s
computation of addition of the chunks (M;+M,), encrypting the addition E(M+ d n),
computation of the addition of the ciphertexts of the two chunks (C;+C,) an@a ring the

results. The time overhead due to addition of messages are ne |ngIe red to the
evaluation of encryption of addition of chunks. It results i |me 0 in the case of
basic error detection scheme. But the time overhead to ultiplications is

relatively high when compared to the RSA sytem. I AltSin 50 tim erhead in the case
of basic error detection scheme. Fault detection lateq Whlch\ ed as the time delay
ct

between the time of fault occurrence and the e of its d is high when the fault

occurs on the first chunk. It is therefore equ e tlme the three encryptions (i.e.,
E(M,), E(M,) and E(M;xM, mod n) for and urred for E(M,), E(M,) and
E(M;+M, mod n ) for Pailler. The o ten the schemes are high since the
ciphertext comes out only after the v ication.

While running the basic ED aul ection latency which is defined as the time
delay between the time of fau rrence a@tlme of its detection is high when the fault
occurs on the first chunk. It is therefore % the time cost of the three encryptions in both
the cryptosystems (i.e. Th ut laten he scheme is high) where the ciphertext comes

out only after the verbfl %
rtQ

6.3. ED Sche d Chu
In the erro@ctlon x&for odd number of chunks, the introduction of constant chunk

has the advantages o g the constant value in the buffer. It saves time of creating a
random value whe f‘%is required by the comparator. Rather than generating the second
chunk value an@pting the buffer each and everytime it can hold it permanently and
hence saves the ®verall running time. The cipher text of the constant chunk can be
precomputed¥imstead of generating randomly whenever required. The time overhead for
encryptio G» product of single chunk is 100 percent. But such overhead due to the last chunk
hag.li pact as the size of chunk increases. This methodology gives similar results in both
t% osystems.

6.4 ED Scheme Using Map-Reduce

Due to parallelization, the time overhead incurred in computing encrypted form of each
chunk is considerably reduced. The time taken to compute cy,C,.. C, using Mappers relatively
reduce the 50% overhead incurred before. However after computing the above ciphertext for
n chunks the product of the chunks when calculated inside mapper; (M xM ;) and mapper
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computing (M  xM ;) gives the result which when iterated yields the result of mapper ; x
mapper ;. Similarly Pailler cryptosystem yields addition of the chunks when calculated inside
mapper i (Mi+M)) and mapper K computing
(M+M,)  gives the result which when iterated yields the result of
mapper ; + mapper ;. The time overhead due to multiplications and additions is negligible
when running Map-Reduce on compute clusters with large number of nodes. This results in
less than 20% time overhead which varies with the number of nodes of cluster. The memory
overhead involves the usage of buffers to store the results of mappers. The worst case
scenario of fault detection latency happens when the fault occurs on the first chunk. When
compared to the other two schemes here the fault detection latency cost is reduced to two
encryptions. (i.e., one-time encryption calculation of all chunks c;.. ¢, and E(M;x..xM ) for
RSA and E(M ; +.+M \). The output latency is relatively low even when it comges after
verification as the parallel computation yields one-time calculation of encryptlo%

3]

When the homomorphic property not satisfied, it indicates fault on the encryp |gure
7 gives an evaluation of RSA and Pailler for varied chunk sizes. ailler
consumes relatively more time than RSA. The enhanced econsuQ ively equal

time for varied chunk sizes. Q
f'\ \

Timein
Minutes

B RSA

H Pailler

OQ\ 100 15 0 250 300 350 400 450 500 1000

6@ No. of Chunks
& -
@ igure 7. RSA Vs Pailler Cryptosystem

7 Conclu§§

In this @ ch, an effective low-cost and high-performance error detection scheme that
uses a € homomorphic property of RSA and Paillier is introdued. The time overhead for
t etection scheme for odd and even chunks varied from 50% to 100%. The one-time
en ion of individual chunks using Map-Reduce algorithm has significantly improved the
fault detection latency in both RSA and Pailler cryptosystem. The memory overhead depends
on the mapper output values that are stored in buffers. All the schemes support for output
latency is relatively low as the verification to find the fault occurs only after comparing the
output of the mapper.
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