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Abstract Yy
1

Biogeography-based optimization (BBO) has shown excellent exploitati y of the
population information for simple-objective optimization is directly

applied in multi-objective optimization problems (MOPs), aptimaj solutiorset/Gained by BBO
rtcomi&( chaos migration
popul . then based on the

has worse diversity and distribution. To overcome
Iti- objzxe optimization algorithm

operator is put forwards to improve the diversity
new chaos migration operator, Chaos blogeogra

(CBBMO) is proposed for MOPs. In CBBM chaos tion operator and original
mutation operator of BBO are applied to pr he next g tion population. The archive
is used to conserve the Pareto optlm ons. T xperlment results show that the
proposed algorithm CBBMO is feasibl ect
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1. Introduction %
is

The evolutionary | a a qpop tlon based stochastic algorithm by simulating
biological evolutlo ces &%chamsm In a run, many optimal solutions can be
obtained so that y suital Ive multi-objective optimization problems (MOPs).

(MOPs). t years ome new intelligent optimization algorithms appearing, they
have been applied ly for solving (MOPs). These new intelligent optimization
algorithms include objective particle swarm optimization algorithm [1-2], multi-
objective differe evolutionary algorithm [3], multi-objective simulated annealing
algorithm and muiti-objective immune algorithm [4] and so on. However, to improve the
dlver3|ty anthdistribution of the obtained Pareto solutions set, it is very necessary to study and
ti-objective optimization algorithm.

ulation-based stochastic algorithm, biogeography-based optimization (BBO)
the next generation population by simulating the characteristics of the biological
sp migration. Main operators of BBO are the migration and mutation operators based on
the emigration and immigration rate of each individual in the population. Because of sharing
of the population information during the migration process, BBO has a better exploitation
ability and it presents certain superiority for single-objective optimization (SOPs) [5-10].
However, there are few reports on applying BBO for MOPs. Therefore, in this paper, based
on BBO, a new multi-objective optimization algorithm is proposed for MOPs. In the new
algorithm, real coding will be adopted and the migration operator with chaos will be put
forwards. The chaos migration operator incorporated chaos in the original migration operator

Since the 19@ researchers had raised the idea of applying genetic algorithm to solve
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so that worse individuals can share the characters of excellent individual or those with chaos.
The operator can make the population evolve towards Pareto optimal front and keep the
diversity of the population. By above operators, the chaos biogeography-based multi-
objective optimization algorithm (CBBMO) is proposed to solve MOPs. Experiment results
show that the obtained Pareto optimal solution set can approximate the real Pareto front and
has good diversity and even distribution.

2. Basic conceptions
Without the loss of generality, we consider the minimization MOPs, which can be
denoted as follows:

min y = f(x)—[f(x) £,00), ()]

X = (X, X,,"" X,) v
where x = (x,,x,,”",x)e D c R"isa deC|S|on vector@eu on les. Disan

dimension decision space. y = (f,, Jf ey is al bj e vector with m
objects. Y isa m dimension objectlve space. Each n5|on va of the decision space
is bounded by its upper limits x"* and lower
Definition 1(Pareto Domination) i 6 solutlon vector x is said to
dominate strictly a solution y and is by
&) < f.(y)

1)
?’le ?@ (x) < t,(y) )

Definition 2(Pareto o aI) A s0 Q/ e D is called Pareto-optimal with respect to

D iff
| \\Q %XED and x = y}=0® 3)

Definiti -domi tlon) Let S ¢ D be a subset of solutions, x is called a
non-dominat tlon ect to S iff

{yly<x.yesi=o “4)

Definition optimal solution) v is called Pareto-optimal solution
if vis non-domir@lth respect to all solutions in D.

Definition 5(Pareto front) The image of all non-dominated solutions is called the Pareto
front.
The @of the Pareto front indicates the nature of the trade-off between the different
objectie functions. By using the distribution, the diversity and the approximation of solutions
t%areto front, the performance of the algorithm can be evaluated efficiently.

3. Biogeography-Based optimization (BBO)

Biogeography is a subject that main investigates the time and spatial distribution of the
species, namely the distribution of the biocenosis, its composition in the earth surface and
their forming reasons. The biogeography was presented by Alfred Wallace and Charles
Darwin in the 19th century, and then it was gradually improved and formed an independent
subject in the 1960s. Subsequently various mathematic models on species distribution,
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migration and extinction are constructed. Based on these models, new various optimization
algorithms constantly are proposed.

Inspired by the mathematic models of biogeography, Dan Simon proposed Biogeography-
Based Optimization in 2008. The mathematic models of biogeography mainly describe how
the species appear, extinct and migrate. The habitats suitable for the survival of species have
higher habitat suitability index (HIS). The factors related to HIS include the rainfall, the
vegetation diversity, the geomorphic features and the temperature of the region. These factors
are called suitability index variables (SIVs). The habitats with higher HIS can accommodate
more species while the habitats with lower HIS can hold fewer species. In accordance with
the species of every habitat, the species conduct corresponding immigration and emigration.
Due to the immigration of many species, the species in the habitats with higher HIS will
become saturate gradually so that lots of species will emigrate, that is these habitats will have
a bigger emigration rate and a smaller immigration rate. On the contrary, because Mats
with lower HIS have fewer species, more species will immigrate into and fe % will

emigrate from the habitats, so these habitats will have a bigger immigration, rate a smaller
emigration rate. In other words, the HIS of the habitat |s tlonal t s 1es number.
The individual with higher fitness will have a bigg ratl nd a smaller

immigration rate, while the individual with lower fitpe have a immigration rate
and a smaller emigration rate. The individual with §fltnessWre the SIVs with the
individual with lower fitness so that the individuais™ with lo itness can accept the
characteristic variables from the excellent indi@als and ove its fitness as much as
possible. Based on migration process, the itats are asNyTividuals ,the migration and

mutation operators are shown as follows.

A. Migration Operators %
Sorting by the fitness of the indi We can & the species number of every habitats.
Through various migration mo%e& n the b%ography, every individual can get different
immigration and emigration r Thi selects the common linear model. If an
individual has k species, |t®m|grat|o » and emigration rate ,, can be defined as [5]:

\\ A .~ ©)
Q @ “, =S— (6)

max

imum species number of all the habitats , 1 ande are the
and emigration rate. With bigger species number « , the
immigration rate and higher emigration rate, that is the individual
individual. The excellent individuals will share their SIVs with worse

is an exceﬂg&
indivi@/ e detail migration process is shown in Tablel.Where N denotes the

where s___denotes t

maximum immi
individual has |

size 0 olution population, X is the ith individual, X , denotes the k th variable
0 vidual X, , rand denotes a random real number in the range (0,1) . By the
migration operator, the individual x , with higher emigration rate », will share its

characters x , with the other individuals with higher immigration rate 2, . These

individuals with lower fitness, that is high immigration rate, will accept some variables
from excellent individuals with high fitness so that they can be transformed optimal
solutions towards the optimal Pareto front.
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Table 1. The migration operator
Algorithm 1 The migration operator
Fori=1to N do
select x , with probability « 4,

If rand< 2, then
For j=1to N do
Select x , with probability o< 4
If rand< ., then
Randomly select a variable x ,, from x|

Replace the corresponding variable in X, with x|
End if ?‘
End for O
End if
End for Q\* &
B. Mutation Operator %/
With the migration of the species m@ hablt e species number of these
r

habitats will change constantly. Assumin obabl otep that a habitat with the
species number s , the change of th@ S pr, p. from the time t to t+ At is

computed as [5]
p.(t+At) = (L /ISQS)PSAJ+ P At+pu, P At @)
mlg

Where 4, and ., are the im ion rat migration of the habitat with the species
number S. The function ®Obabl|lt is a symmetric function about the balance point

(namely the corres omt W?’%— u ). The individuals with bigger or smaller species
il

number have Iow |I|ty p and have higher chancing in mutating the other
individuals. hIS th on rate m, [5] is designed as:

e 1P (8)
L Prax )

This mutation rat versely proportional to the species number probability e, of
habitat. If the i idual has lower the species number probability r,, then it has bigger

mutation b|||ty, so it has more chance to become a better individual. On the
individual with higher species number probability has smaller chance to
ther individual; therefore, the excellent individual can be reserved in the
. So the mutation can improve the diversity of the population and ensure its
ence. The detail mutation operator is shown in Table 2. In Table 2, a random
SIV "denotes some variable of a random individual selected. By the operator , the
diversity of the population is increased.
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Table 2. The mutation operator
Algorithm 2 Mutation operator

Fori=1to N do
calculate m, according to (8)

If rand<m, then

replace x  with arandom SIV

End if
End for

C. Algorithm Flow \('
The Biogeography-Based Optimization (BBO) produces the next ?& tion
population mainly through the above migration and mutation operatorg. | owchart
can be seen in Table 3. Firstly, generate the initial population r Secondly,
calculate the fitness of the individuals in the populationgfthpbtain tQ'y‘mgratlon and
emigration rate according to the species number of teNndividu , implement

migration operators based on the immigratio emigrati te to make the
population approximate the optimal Pareto frents And %%v mplement mutation
e the diversity of the

operators based on the individual species p bility‘t
population. The algorithm is run repeate% til it me@pe end condition. In BBO,
the variable information of the excellé IVI can be shared by the migration
operator, which ensures the conver lation. At the same time, the
mutation operator can change the tand be duals in the current population to
generate more excellent |nd|V|

Table 3 .Pseudo-c hy-based optimization algorithm
BBO Algotithm
: Generate rand IQN initial poulationp (1) ,t = 1

[E

2 : While t<= g,

3: Comp tness owlw uals in the population e (1)

4 : Seque dividu (t) in fitness ascending order

5: gain speciesn mmigration and emigration rate of individuals inp ()

6 : Implement nai n and mutation operator on r(t) to gain the population p(t+1)
70 t=t+1 &

8

: Endw%

4.1m ntation of CBBMO

n the excellent performance of BBO for Simple-objective optimization problems,
th er proposes multi-objective optimization algorithm based on BBO which is named as
Chaos biogeography multi-objective optimization algorithm (CBBMO). In CBBMO, the real
coding is adopted .The same fitness evaluation method as SPEA2 [11] is applied. After
evaluation, the migration operator with chaos and mutation operator is applied to generate the
next generation population. The non-dominated individuals obtained are conserved in the
archive. When the size of the archive exceeds the refined size, archive truncation mechanism
of SPEA2 [11] is used to update the archive.

A. Chaos migration operator
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The migration operator of BBO is presented for Simple -objective optimization and
adopts integer coding so that it is suitable to solve the discrete optimization problems. If it is
directly applied to MOPs, the diversity of the solutions decreases gradually with the
increasing of the evolutionary generation. Therefore, this paper proposes the chaos migration
strategy. Chaos [12] is introduced in the migration operator. The individuals with high
migration rate will share their characters variables with chaos to improve the population
diversity and the detail operator is shown in Table 4.

Table 4. Chaos migration operator
Algorithm1: Chaos migration operator
1 Fori=1tondo
2 select x with probability oc ;,

3 Ifrand<., then ?y
For j-1 to ~ do Q

4

5  selectx  with probability o ,, *0

6 If rand< ., then \

7 randomly select a variable x ,, from x OQ \>/
9 Endif Q .

10 End for g 0 \%

11 Endif A\

12 End for (@ §\\\®

B. Process of CBBMO %‘ -

CBBMO is mainly compc:% aOSO@ion, mutation operator and the updating

operation of the archive. The chaos operator can share the information of the

excellent individuals and ce the c!%y ity of the population. The adoption of mutation
operator can further,i the diversity of the population and generate more excellent
individual as much&xn ible. 7§e archive to conserve the non-dominated individuals
in the populationﬁ the arc exceeds the fixed size, it is update by using truncation
mechanism 2 [11] ensure the even distribution of the population. The main

process of C is s
by evolution are co
evolve towards th
population whi

Table5. In Table5, the non-dominated individuals gained
in the archive population o) so that the population can
o front. The crowding-distance is applied to update the archive
es the population have good even distribution. By the chaos
tion operator, the population can have good diversity. Given all that,

migration and m
CBBMOé e better performance.
a@ . Chaos Biogeography-Based multi-objective optimization algorithm
(CBBMO)

MO Algorithm
Step 1: Generate randomly the initial populationr (o), the archive q (o) is empty set,
the number of generationt =o;
Step2: Compute the fitness of individuals in the population r(t) andq (1) using the
method of SPEA2[11]
Step3 : Select the non-dominated individuals and conserve in the archive q(t +1), and
then update o (t+1) by using crowding-distance
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Step4 : if t> g, , then outputq (t + 1) and stop, otherwise go to Step5.

Step5 @ Compute the fitness of individuals in q (t + 1) and obtain the migration,
immigration rate and mutation probability.

Step6 : Implement chaos migration and mutation operator on the population q -+ 1) to
gain the populationq 't +1) .

Step7 : Repair the exceeding boundary of individuals in q «(t+1) to obtain the next
generation populatione(t+1), t=t+1, Qo to Step2

5. The simulation experiment

To evaluate the performance of the algorithm CBBMO, benchmark problems ZDT1,
ZDT2, ZDT4 and ZDT6 are selected to validate the effectiveness of CBBMO fo
those problems are commonly used to test performance of multi- objective 0
algorithms. These test problems can effectively test if multi-objective optrmr
can approximate the true Pareto front and maintain good diversity and disty

In experiment, real coding is used. The parameters t follo
probability 0.5; the population size100; the archive si ) t e
emigration rate E=I=1and the maximum generations

A. The performance of chaos migration operator

Firstly, to demonstrate the performance of 0S mrg '@ proposed optimization

ipitial mutation
migration and

algorithm CBBMO with chaos migration is ncreasr iterations each time. ZDT4

and ZDT6 are selected to validate the perft e of ¢ gration and their Pareto fronts
itera mes are 10, 20, 30, 40and 50,

are shown in Figl-2. From bottom

respectively. In Figl, it can be seen divers e population is constantly improved
with the iterations times mcreasr n the i s times are 10, 20 and 30, the solutions
gained by CBBMO scatter se arts on Ie Pareto front. When the iterations times
reach 50, the solutions gained can sca Whole Pareto front. For ZDT6, when the
iterations times are fro 40, th some gaps on the Pareto front. Until 50, the
solutions gained h drve and even distribution. Given all that, the chaos
migration can mak ulat e efficiently and have good performance.
2 T T T
L5 .,
e 1‘3"2?"%%‘332’%” o,
T eemagg o oo m&% o
mm%%
05 m

f f
1 1
idgure 1. Pareto front of ZDT4 for Figure 2. Pareto front of ZDT6 for
iterations 10,20,30,40 and 50 iterations 10,20,30,40 and 50

® 02 04 06 08 1 Q02 04 08 08 1
F;
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B. The performance of CBBMO

To prove the superiority of the proposed CBBMO, it is compared with the multi-objective
optimization algorithm with original migration operator of BBO. The optimal Pareto fronts
gained by two algorithms are shown in Fig3-6. In Fig3-6, real dot denotes the optimal Pareto
fronts obtained by CBBMO, however hollow circle denotes the optimal Pareto fronts
obtained by the algorithm with original migration operator of BBO (MOBBO). For ZDT1 and
ZDT2, MOBBO only can gain some parts of the Pareto front and has many gaps on it;
CBBMO can obtain the whole Pareto front and has good distribution, which shows CBBMO
is better than the MOBBO in the diversity and distribution for ZDT1 and ZDT2. Especially
for the function ZDT4 with 21° local Pareto fronts, CBBMO can also get across all local
Pareto fronts to approximate the true Pareto fronts, which indicates the algorithm CBBMO
has good convergence. While MOBBO gains some parts of the Pareto front. Fog ZDT&,
CBBMO is better than MOBBO in the diversity and distribution of the population
figures, we can see that CBBMO can converge the true optimal Pareto f@ ith good

I

diversity and distribution for all test problems. The algorithm with original operator
of BBO (MOBBO) can also approximate the true Pa onts b ersity and
distribution of the population is worse than CBBMO. Th sults show ulti-objective
algorithm with the chaos migration operator can ef ro&be diversity of the
population. Meanwhile CBBMO with the chaos mlg‘ is fea M effective for solving
MOPs. 9\
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Figure 5. Pareto front of ZDT4 Figure 6. Pareto front of ZDT6
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6. Conclusions

Based on the excellent performance of BBO for Simple-objective optimization problem,
the paper proposes a new Chaos biogeography multi-objective optimization algorithm
CBBMO. The algorithm CBBMO adopts the real coding and the same fitness evaluation
method as SPEA2. After evaluation, the chaos migration operator and mutation operator is
applied to generate the next generation population. During the evolution, the non-dominated
individuals obtained are conserved in the archive. When the size of the archive exceeds the
refined size, archive truncation mechanism of SPEA2 is used to update the archive.
Benchmark test results show that the proposed algorithm CBBMO is feasible and effective
for MOPs.
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