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Abstract Y\/

This paper presents an improved clustering algorithm with Ant Colony o t@i n (ACO)
based on dynamical pheromones. Pheromone is an importantfactor fo ormance of
ACO algorithms. Two strategies based on adaptive pheromghesWwhich im performance
are introduced in this paper. One is to adjust the rate of pheremone e ion dynamically,
named as p, and the other is to adjust the strength @ omo ically, named asqQ .

Two evaluation indices, Precision and Recall,_are®Chosen to “%alidity the improvement
strategies. Numerical simulations demonstrate@l the ategies on pheromone can
achieve better performance than basic antoco@ Igorithm clustering algorithm with ant
colony based on best solution kept. \

>
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1. Introduction

N\

ortant m@n the study of data mining. Clustering with ant
is an active research field in recent years. The first clustering
algorithm with ACONWas prow Deneubourgin 1991 [1]. The clustering algorithm
simulates thefqfaging action of“ants. Lumer and Faieta presented an improvement LF
@ eneub lgorithm and applied to data analysis problem [2]. Labroche
introduced a new algorit at is based on the chemical recognition system of ants [3]. Ref
[4] and Ref [5] propo

Clustering analysis is 3

w method, which combined ACO with K-means clustering. This
algorithm firstly ¢ datasets by K-means, and then updated pheromone according to the
clustering result ide artificial ants to choose path. Ref [6] used a fitness function to guide
lustéring self adapting and self organization. Ref [7], Ref [8] and Ref [9] use
other problems, such as, macroscopic planning of highway transportation
artition for mass customization, and intrusion detection. Ref [10] and Ref [11]
pr n n ant colony optimization methodology for optimally clustering N objects into K
clugters. The new clustering algorithm employed distributed agents which mimic the way real
ants¥find a shortest path from their nest to food source and back. Ref [12] provided a
mechanism of the best solution kept to improve the performance of clustering analysis with
ACO. In these work, pheromone evaporation factor p and pheromone intensity ¢ always

are fixed parameters during the algorithm running. The chosen values of two parameters will
affect the global search capability of ant colony algorithm, so this paper will adopt dynamical
pheromones strategy to weaken the influence that is due to improper initial value of two
parameters.
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This paper is organized as follows. In Section 2 we first introduce Ant Colony System and
clustering algorithm with ACO. We then discuss strategies of the two pheromone dynamic
adjustment. Clustering algorithm with ant colony optimization based dynamical pheromones
(RRACOC) is also presented. In Section 3, we illustrate our work using RRACOC algorithm.
Then, experimental results are presented. Finally, Section 4 presents our conclusions and
future work.

2. Clustering Algorithm with ACO based on Dynamic Pheromone

2.1. Ant Colony System

As shown in Figure 1, two ants start from their nest in search of food source at the
same time to different directions. One of them chooses the path that turns.o be

shorter while the other takes the longer sojourn. The ant moving in the_s path
returns to the nest earlier and the pheromone deposited in this path is iusly more
than what is deposited in the longer path. Other ants the ne ave high
probability of following the shorter route. These ants a osit th own pheromone
on this path. More and more ants are soon attracte ath ce the optimal
route from the nest to the food source and ba@ abllshed Such a
pheromone-meditated cooperative search proc eads mtelllgent swarm

behavior [5].

a b
Figure 1. !@ment of ant algorithm from nest-food source and back™

Ant @ system (ACS) algorithm was first proposed by Dorigo in 1997[7]. Informally,
A s as follows: m ants are initially positioned on n cities chosen according to some
i@aﬁon rule (e.g., randomly). Each ant builds a tour (i.e., a feasible solution to the TSP)
by repeatedly applying a stochastic greedy rule (the state transition rule). While constructing
its tour, an ant also modifies the amount of pheromone on the visited edges by applying the
local updating rule. Once all ants have terminated their tour, the amount of pheromone on
edges is modified again (by applying the global updating rule). As was the case in ant system,
ants are guided, in building their tours, by both heuristic information (they prefer to choose
short edges), and by pheromone information: An edge with a high amount of pheromone is a
very desirable choice. The pheromone updating rules are designed so that they tend to give
more pheromone to edges which should be visited by ants. In the general case, ACS
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algorithm applies the artificial ants” concept, it is represented by the following steps:
Step 1: Initialization of parameters.
Step 2: Construction of solutions.
Step 3: Pheromone updating rule.
Step4: Return to Step 2 until a given stopping criterion satisfied.
2.1.1. State Transition Rule: In ACS the state transition rule is as follows: an ant

positioned on node i chooses the city j to move to by applying the rule given by
function (1).

[7; (t)]a 774 (t)]ﬁ if

. \Y%
RPN =20 0?‘
0 otherwk& :
Where, Q
pi'Jf (t) is the state transition probability with @Qant %ﬁs fromcity i tocity j in
.

t-th iteration. . \

7 (t) is pheromone value between cit&ity‘ j\ iteration.

S
;i d, A . 6

J, (i) is the set of cities@ ant k ha @n visited when it is at city i.

aand [ are th\ ters and%note heuristic value.
2.1.2. Phero pdatin le: While building a solution (i.e., a tour) of the TSP,
ants visit edges.and cha@ ir pheromone level by applying the updating rule of
function (2). ®
T (t+1):@+ATij (t) )
WhereO%

if to>t+lcityi—city j
ij

Q
Ati(t)=1 L,
0 otherwise

N is number of ants.
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Q is a constant and denotes the strength of pheromone.
L, is length of tours that ant k .
p is residual pheromone value, p <1.

2.2. Clustering algorithm with ACO

P. S. Shelokar [10-11] proposed a novel clustering algorithm, which was different with
Deneubourg’s algorithm. The algorithm converted the clustering problem into solving optimal
value of the objective function. The objective function was Euclidean distance between the
point of each sample and the center of the class. In general, the smaller the value of the
function, the better the clustering results. The formula expressed as follows. \/

i % =Yg (3

j=1i=1 v=1
Where, K is the number of classes that is predefin \ﬁ sa %/ data set. n is

dimension of each sample. X;, is the v-demension m e |-th e.w isthe NxK
matrix. y is K xn matrix. The value of W and U a culated mula (4) and formula

(5). OQ \%

o ’\% *&Q’
ivvu A

o, @ *\‘?

(i=123,. J_1za =12,3,...n)
Pheromone update ar with the basic ant colony algorithm during the each iteration

of the process.
t+1 = 1§u ZATU (6)

=Q/L,
rmula 4), Az, () is the variation of pheromone update in the t-th iteration. Q is
pheromone intensity.

2.3. The strategy of dynamical pheromones

Strategies of the two pheromone dynamic adjustment are combined and applied to
clustering algorithm with ant colony optimization in this paper [13-15]. With the increase of
the number of iterations, p and Q will change dynamically by formula (7) and formula (8).
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0.9:-p(t) if plt)=p,
= 7
plt+1) {po o ™

Q /4 (t<T/4)
Qt)=13Q,/4 (T/4<t<3T/4) (8)
Q, (3T/4<t<T)

vk

3

Qe [~

34

?\/
@)
N &
v Y

: . \

Qo4

Figure

mgg\x ®
Pheromone update formula 3 ende the formula (9) after combining the two

pheromone dynamic adjustme tegies.

7;(t+1)=[1- p(t +b%+ Z&Q

2.4. Clusteri |thm mmt colony optimization based dynamical
pheromone

Clustering algorit h ant colony optimization based dynamical pheromones
(RRACOC) is depi ollows.

Step1l Initializ rameters, such as, the number of ants- R, maximal iterations - T,
evaporatior%hp, initial pheromone matrix- 7y, etc.

Ste g 7; to construct solutions.

Calculating w, and constructing matrix - W .
Step4 Calculating the value of the objective function p(U,w ).

Step5 Updating pheromone matrix by formula (9),
t=t+1

Step6 Terminating the algorithm and outputting results when achieving the maximal
iterations -T , otherwise, gotoing step2.
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Initiation of the
parameters

h 4

Initial clustering center: C,

h 4

Construct solution Using
pheromone trail

v

Compute weights of all | &
.y
samples and cluster centers

h 4

Clustering by clustering V
center: C; 0

A 4

Update pheromone trail
matrix

3. Simulation Exp

3.1. Datasets an eters @

In order t the r@ance of pheromone dynamic adjustment combining strategy,
this paper chdoses two mark datasets, Iris and Wine from UCI Machine Learning
Repository (Web Site: archive.ics.uci.edu/ml/).

Four algorithm , EACOC, RRACOC and E_RRACOC, run ten times respectively
in two datasets. Parameters setting of these algorithms are listed in Table 1.

&& Table 1. Parameters setting

@ R T Rho_max Rho_min o E Q
ACOC 20 500 0.9 E— 50
EACOC 20 500 0.9 4 50
RRACOC 20 500 0.9 0.001 50
E_RRACOC 20 500 0.9 0.001 _— 4 50
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Note:

(1) R is the number of ants. T is the maximal iterations. Rho_max and Rho_min are the
maximal and the minimal value of p . E is the number of elite ants!*?.

(2) ACOC is the traditional clustering algorithm with ACO. EACOC is the clustering
algorithm with ACO based on best solution kept. RRACOC is clustering algorithm with ant
colony optimization based dynamical pheromones. E_ RRACOC is clustering algorithm with
ant colony optimization based on dynamical pheromones and best solution kept.

3.2. Comparison of results

There are two methods to evaluate the performance of clustering algorithms, mgthod of
external quality and method of internal quality. This paper applies two indexes, P % d
Recall, from method of external quality to evaluate the clustering results of foural S.

Precision and Recall can be defined as follows,
<
Precision= N / N;, Recall=N; /N, \* @
Where, N, is the number of i in cluster j. N, ibe\'@\&s in cluster i. N,

is the number of samples in cluster j.

*
After running ten times, the value of Pre Qand Reca?\%four algorithms are listed in
Table 2 (iris dataset) and Table 3 (wine d nd depi Figure 4-Figure 7.

N
Table 2. Precision E\n all of fo&&gorithms in Iris dataset
o~
1 o wm AL Y 16 17 18 19 TI0 Max

ACOC 0.612 0. 589‘0. 751 \H 695 0.698 0.641 0.570 0.644 0.715 [0.751
Precision EACOC 0. 757 621 0.64 47 0.620 0.625 0.741 0.609 0.709 0.737 0.757
Ci
RRACOC . o567 0.633 0.561 0.687 0.730 0.578 0.681 0.776
0.769 0.713 0.788 0.674 0.672 0.718 0.639 0.788
0.353 0.347 0.351 0.322 0.288 0.324 0.359 0.375
Recall 0.273 0.312 0.327 0.373 0.311 0.360 0.367 0.381
(&
0.285 0.321 0.287 0.343 0.363 0.291 0.346 0.390
0.380 0.357 0.401 0.334 0.337 0.365 0.324 0.401
0&1 —e— ACOC
= 0.9 —B— FACOC
R = = = =RRACOC
O o 0.8 & — = = E_RRACOC
(=)
O @ 0.7
@ $ 0.6
$~
~
0.5 : : : : : : : : :
1 2 3 4 5 6 7 8 9 10
No. of Experiments

Figure 4. The value of Precision in Iris dataset
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0.5 —e— ACOC
© 0,45 —B— [ACOC
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—
[+
(8]
[}
(=

No. of Experiments

Figure 5. The value of Recall in Iris dataset

\,‘
Table 3. Precision and Recall of four algorithms in Wine dm;

T1 T2 T3 » T9%A10  Max.
ACOC 0.554 0.611 0.741 0. . . . . 4 0.657 0.741
» EACOC 0.663 0.612 0.671 0. . . %63 0. 0.600 0.759
Precision
RRACOC  0.626 0.713 0.635 0.703 0. 73 \ 0. LT .674 0.761 0.761
E_RRACOC 0.684 0.650 0.559 0.781 0.74 . 0.699 0.608 0.781
ACOC 0.282 0.303 0.371 0.370 316 0.353 0.347 0.334 0.331 0.371
Recall EACOC 0.328 0.311 0.333 0.331 «0. 0.353 0.333 0.380 0.301 0.380
RRACOC  0.315 0.360 0.328 0.3 871 0.359 NO.®69 0.371 0.337 0.382 0.382
E_RRACOC 0.344 0.329 0.285 O0f .379 Q267  0.297 0.342 0.352  0.308 0.392
D" N
PRNGEE '\
»
1 .
- 0.9 AN —_—— éiggc
E : ‘\‘ - = = =RRACOC
0.8 e‘ % — = = E_RRACOC
o 0.
a 0. 7\ .
-
® 0,
O 1 @ 3 4 5 6 7 8 9 10
% No. of Experiments
@re 6. The value of Precision in Wine dataset
0.5 ——ACOC
0.45 — B— EACOC
- -A- -RRACOC
— % = E_RRACOC

Recall Value
o
o~

(=]
o S
M w
w [$2]

S
)
3

No. of Experiments

Figure 7. The value of Recall in Wine dataset
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3.3. Discussion

It is seen obviously that the E_RRACOC, which uses strategies of dynamical pheromones
and best solutions kept, has larger value of Precision and Recall than the other algorithms.
RRACOC, which only uses strategy of dynamical pheromones, is larger than the EACOC.
The traditional ACOC has lowest value of Precision and Recall in four algorithms. All in all,
the simulation experiment shows that the strategy of dynamical pheromones can improve the
performance of ACOC.

4. Conclusion and Future Work

Applying ant colony algorithm to solve some problems, pheromone is used as
medium to transfer message, so the variation of pheromone has important infltience, to
solve problems. Two main parameters, p and o, have key effect to the of

algorithms. This paper combines two dynamical adjustment strategies g ph&romones
with clustering algorithm with ant colony. Numeric expgriment i that the
dynamical adjustment strategies have better performanee: e’futur@rch direction
is to continue to study the influence of parameterg™invalgorithms,Ndnd explore an

effective way to improve the efficiency of the al
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