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Abstract \/’
In Robot Colony System(RCS), based on the swarming nature of Ants, wr the
t

agent robots is designed to perform to search operation to flnd the shortes source
to destination for collection of objects and go back to thei -hke h . The agent
always move through the shortest path to reach to the d her possibility of
having a number of path in between the source , S natl n a ined in the Path
Map(PM) in offline mode. If the prefferd short ath is y means of some
obstraction, there must be another way to reach to the estmatl ch have the weight of

minimum among the other possible paths. Thelalgorithme in this paper for shortest
path, based on Kruskal’s Algorithm, shows fhe'yay to find Iternative shortest path and
the moving direction of the agent. In i paper, § ctlon -to-junction connectivity is

proposed where the path search is ed ode search which minimises the
computaional time and hence inc the effe ess and efficiency in agent moving
a

towards the destination from Isq i reverse direction.

Keywords: Ant Colony tem, Sh ath Shortest distance, Kruskal’s Algorithm,
Junction-to- Junctlon co ity, Junctio onnectmty Database.
1. Introductlo

In Robot Syst S) the movement of the agent is designed by following the
natural behav ouf of the% n Ant Colony System (ACS), the real ants sense the smell of
the food and start jour, the hive and reach to the destination that is to the food source

and after collecti food they go back to their hive by placing pheromone on their
movement path y avoiding the obstacles. In case of facing any obstacle on the path,
they use to«change their movement path and creat a new path to the food source. In RCS, the
behavoiur, @\%ﬁlgent robot is similar to that of the real ants except the matter of pheromone.
The a ves towards the destination by means of sensing the connected path [1, 2].
Agent journey from their present position to the object or information destination by
f@wg the shortest path. If the shortest path is blocked for some concrete obstraction

hich cannot be overcome and the current position of the agent contains no node, the
problem arises to which direction it will move towards the destination. A modified and new
technique can solve the RPP problem [2, 4, 5]. The problem can be minimized by the
junction-to-junction connectivity that is actually the connection in between the junction nodes
situated in the RCS.The shortest path in between two nodes can be defined by MACA based
on Kruskal’s algorithm [3, 4]. The agent robot can move towards the destination without any
external information or human interpretation [4, 5, 6]. The algorithm proposed in this paper

ISSN: 1738-9968 IJHIT
Copyright © 2014 SERSC


mailto:@gmail.com

International Journal of Hybrid Information Technology
Vol.7, No.2 (2014)

can efficiently design the agent movement by using the predefined Path Map(PM) and
modifying this when a problem will occur. So, the main objective is to reach to the
destination through the shortest nearest node connection rather than finding the shortest path
to minimize the computational time and increase the efficiency and time accuracy.

2. Ant Colony System and Previous Work

In real ant colony system, the typical behaviour that can be observed is to finding the
shortest path from their hive to food source. Another important characteristics can be found in
the real ant is to ability to avoid the obstacle on their path by smelling the pheromone placed
on their path[7][8][9][10]. With help of these two freatures of ants in their colony, the
artificial ant or agent (agnt) as well as their colony can be suitably designed.

V’
2.1 Real Ants Y\
e

In real ant system, the worker ants search for the food and after finding the of the
food, they collect the food and go back to the hive. F Iment tl eration, the
informer ants first travel forward in search of the foo the food. By

and go back to the nest inform other ant about the o ource at all other worker
ants then go forward to collect the food by following pheromo all placed on the path
by the informer ants. While moving, the formersants also pla e pheromone on the path so
that the follower ant smell it and can follow t h to collo d. After collecting the food,
they return back to hive in the reverse pa 0 pheromon trail in the similar way

sensing the concentration of the smell of the food, t r ants d the food source

[9, 10]. For the search operation, the ays e highly concentrated pheromone
path to determine the shortest p 10]

The real ant can go forwar% od ) by avoiding the obstacles on their path. If
the hive and the food source ca imagi 0 nodes, nl and n2 and the there are two

paths inbetween them of dlstacne,sOe they travel form nl to n2 with equal number
that is of probanility of sehse of equal probability. If any obstacle is found on

in oth
their path, they sui void this«%make themselves forward smoothly but in a lesser
probability on the@v stacle)@6 , 10]. This process is shown in Figure 1.
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Figure 1. (a) Ants travels from Hive to food source (P(A) = P(B)); (b) Ants face
obstacle and changing path direction(P(A) < P(B)); (c) More ants gatherd in
Side B (P(A) << P(B))
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2.2 Ant system and State Transition Rule

Transition means to travel from one place to another. Ant system can be well defined by
the state transition as they travel from one place to another for collection of food. The
artificial agent (agnt) can move one node or state to another node or state by the influence of
former agent (agnt) in the defined colony by receiving some information rather than smelling
the pheromone which the real ant performs [8, 12]. While moving, they care for the matter
that they should visit a single node at a single time. That is they will not travel a node in
multiple time [16, 17, 18]. For this purpose, Kruskal’s algorithm is highly efficient for
determining the shortest path from source node to destination without visitind a node twice
[13, 14, 15]. This can be defined by the state transition rule. The State Transition Rule is
represented as follows [8, 9, 16, 17, 19, 21],

arg max 7z (nl,n2 nl,n2

[ R e ?
N \ ooth% (b)
...... ) Q

Where, 7 (121,112y= pheromone information O
n (11,n2) = heuristic information

q = randomly chosen' |th i%ﬁn probability in [0,1]
0, = variable p ara§@ do anetermmes the relative importance

betwee ) & (b
= heurlst lent *

111 n2=No &
aémwl) {a\ Il nodes tONGE visited

e chosen based on Eqg. 2 that shows the probability

of Q
O E t (agnt) in node n1 to visit node n2.

The agent (ag is moving from node nl to node n2, the movement of this
particular agent an be defined as follows [4, 8, 9],

[z(n1,n2)]] (111,112)]'8
%mt(nl,zﬁ): n 7 Af XeSagnt(nl)
@) S lealxlnatx]

%O X€S0nr (111)
(0

The distance in between the two nodes is denoted as CﬁSQZ .The inverse of the distance is

called the visibility, basically Applicable for controlling and directing the ant search for the
next agent (agnt) to inform it about the surrounding nodes of the present one where it is now

located, denoted by 77, i.e., [4, 18, 19, 20, 21],
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12 :1/6{1'“12
.3)

2.3 Pheromone Update Rule

In ant colony, while the movement of the ant, they place their pheromone on tha path. But
after sometime the pheromone will evaporate gradually. Let one and is moving on the path
and is placing its pheromone and leaving the particular place, the pheromone is evaporating
with time constant. In this way, other ants travel and placing their pheromone and the same
process will continue. So, in ant colony, there a phemone trail or a chemical trail is formed
through which the real ants collect the proper information of movement. Pheromone placmg
and its evaporation will follow the pheromone update rule, defined below.

The trail about to be disappeared when the pheromone is evaporated and is a n can
be formed when the pheromone is placed on tha path. This can be shown as f@ 2,4, 11,

18, 21],
T, »mew trail) <~ 11— p)- T,m:i 0@

T .., = amount of pheromene dlposn®‘| the pal\%m nlton2

p = Pheromoneevaporatloﬁ\ C|e

Where,

So, each and every time th updat he diposited pheromone. Let, there
are “n” number of ants are av 1 in the ny he trail is formed with the pheromone
deposition of k-th ant can wn as,

\Q(new tra <\—'(1 X ZAT
'v'v'ae‘re Q \Q

r@nt of pheromone diposited by k-th ant, can be defined as,

nl 2
@ Q/L I if curvature choosen in between n1,n2
%Tnl, 2 )0 otherwise

L
k
Q = Constant

= Cost or length of the path of k-th ant tour

3. Modified Robot Colony System

The path of the artificial agent or the robot can be design suitably by the Modified Ant
Colony Algorithm (MACA) by the definition of Path Map(PM) that is predefined in the robot
memory [4]. PM is actually the database of all possible nodes available in the RCS. They use
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to find the shortest path by calculating the distance between nodes. Through the shortest path,
they travel and collect the information and go back to their prescribed loaction. MACA
defines in a various way about the shortest path or the multi or singular path [4]. Whlile
following the MACA, the agents simultaneously check for the forward and the reverse path
also by obeying the RPA-1 and RPA-2 algorithm [4]. So, by following these three algorithms,
the agents will visit to the information source and after collection of information, they go
back to their position just from where they had started their journey. The forward and the
reverse path for the agents can be defined as follows [4],

The forward path: The robot starts its journey towards the destination to collect
information or something else for necessity.
L 4

The reverse path: The robot, after collecting the information or the necessar xa,/go
back to it was previously located.

The Modified Ant Colony Algorithm (MACA) is shown'\m%ne 2 [4@0

Collect information for food |
source

v NO)
Paﬂ\ single
High@st F'he omone ' or multiple ?
conce tral d path? ultiple
Single
" Follow chemical

lral

Search food

Collect food
Go back nest

O Figure 2. Modified Ant Colony Algorithm (MACA)

This algorithm is very efficient and helpful in the implementation of Robot Colony System
(RCS) and its routing path. For this implementation, the Kruskal’s Algorithm is essentially
needed to calculate the shortest path [4, 13, 14].

3.1 Robot Modified Path Map (RMPM)
The path map (PM) for a robot colony is shown in Figure 3 [4],
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Figure 3. Path Map(PM) Q
In the RCS, there are 23 interconnected nodes are in . So e can travel
through the connected path and can reach to the destl | t ortest path is
aborted by means of some obstacle, then the pro ~ arise ause then a new
calculation is needed to find the shortest path. ThIS equifes a gmx putational time. To
ntroduced where each

avoid this circumstances, the junction-to-junctign cGnnectivity
junction node in a preefined region is connected@we Junm@de of another region. If the
actual shortest path is aborted, there wilk roblem ifNf€aching to the destination as
because in this case, all the agent,prese rkin g’ﬂoved to the junction node from
where they are routed to their destlnatl resp %& ion router node or junction node.

So, the modified path map R I@ own in 4,
20 S— 3
r 0 E Block with node
<
1
. Obstacle
22 i 4
Block without node
n NG
/ o Default home node
{ N
18 /8 Block with region junction node
n e _g = Node connection
—— Interregion junction node connection
23 O Router or Junction node
L
1 9 16
— S—
B Rregion1 B Region?
Region 3 - Region 4

Figure 4. Robot Modified Path Map(RMPM)
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In RMPM, the entire colony is segmented into four regions of same area. Each region have
two junction nodes that are encircled in Figure 4. These junction node is responsible for
routing the agents from one region to another. In this process, the each agent has to arrive at
the junction node of the corresponding region. The difference between the basic junction,
junction node is that, the basic junction, for example node(3) routes the agents in intraregion
and the junction node, for example node(4) routes the agents in interregion.

3.2 Routing process in RMPM

RMPM consists of four regions where in each region two junction nodes are placed at the
facing of each region. Every nearest junction nodes are connected together for quigk route.
The MACA is applicable for both intraregion routing or for interregion routi %Mhe
intaregion routing will specially follow MACA. The upgraded version for findi ??hortest

path based on MACA is applied for interregion routing , named as the d Nearest
Junction (MNJ). MNJ checks for the nearest junction nod&%e hom s well as the
destination. So, for the case of routing of an agent f nother, another

complete algorithm is required, named as Modifie SB)7 So, the agents will
always follow MSP to reach one place to another pla

Let, an agent is starting its journey from “X” té \w@(each to the “y” node. From

its present position, the agent finds the Junctl e for this region and after

successful search, it goes to that junctmée Fro Junctlon node, the search process

again started for the nearest Junctl e f the u% ion node. When the nearest junction
t

node of the destination is foun ut any pbstacle, the agent is routed to that junction
node. After reaching to that ju n

ode gain apply MACA to reach to the desired
node. So, using this searc method @ent can reach to the destination in fewer time
and avoiding the obg&here out bypassing it which is usually seen in Any
Colony.
So, for a si @nt the M |II be applied twice, one at its present region and
0

another at t e regio d MNJ in a single time for searching the nearest connected
junction nod ese alg s will be simulated simultaneously to make the search process
more compact and m it efficient by lessening the computational time.

The MNJ anw mbination of MACA and MNJ, that is the Modified Shortest
Path(MSP)are sh below.

<2>°O
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Scanning for nearest junction node

v

Fetch the Node information

v

Search for connectivity

\ 4

A

Is Destination
node connected with
junction node?

Agent is routed to

@@ scanned junction node

OO Figure 5. Modified Nearest Junction (MNJ) Algorithm

MNJ algorithm is used in between two junction nodes whenever the junction-to-
junction connectivity will be in search operation. Before reaching to the regional junction
node and after starting juorney from the searched junction node to the destination, the MACA
will be properly followed by the agent robot. So, the complete algorithm, MSP will be
searching algorithm for the agent from the home node to the destination node. MSP is shown
below,
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]

—> Scanning for nearest junction node —
PR

Agent search for Shortest $
path to reach Regional ‘ Fetch the Node information ‘
Junction node 1

Search for connectivity using Junction
Connectivity Database (JCD)

Yes

Apply MACA for

H shortest path
Is Regional Junction
Node reached?

Is Destination
node ted with
junction node?

No

Is the length between
destination node and
junction node

minimum?

VQ
Fetch information for
shortest path :
Fetch " No
successful? -

k 2 Apply MACA to
find shortest path

Rrocegll to

k Dedjination
Collect informatien
Go Back to home node

Fi “MsP ﬁ@; hm
While returning back fromm&ation not %he home node, agent will follow the same
algorithm just in a reverse . The ju n“sonnectivity database (JCD) is used to keep the

databases of the connec j of the enti lony.
3.3 Junction Cor@ty Data %CD)

The regio ction @Ids the connection with the enitre nodes in that region. The
database contains all th t or the cost of the connection with each node. When the agent
arives at the junctio . they find the nearest junction node for reaching to the destination
using the JCD. V@p of JCD, the agents are aware of the nearest connection.

JCD reducgs thé~cost search time of the agent and make them more efficient by reducing
time. JCD contains the information about all the regions and the regional
along with their connectivity with the remaining nodes present in the region.
ctivity is stored in form of a positive or negetive argument with the proper cost or
. When an input is given into the system, the database helps to connect the virtual
shortest lines from the present position to the desired position in a point-to-point technique.
With help of this technique, agent can find the proper route to the destination. This technique

is more helpful than the Node Connectivity Database (NCD) [4].
The proposed JCD is shown below.
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Junction
Nodes

8.414 3.000

3.000 2.828 2.000

N.B: All the lengths shown in the figur\%
erconnected &QN odey
- Region 1 Regl

- Region 3 -\@ond-

Figure 7. Junction N onr%\@Database (JCD)

3.4 Calculation of inter-junctl\oA conne

In the colony the agents, w mo \ should watch the JCD for accuring the
knowledge of connection n ectlon actually represents the interconnection
between the junction n ng Wlt thelweights.

Now, let have a M, it can be seen that there are a number of blocks
whlch in group f i ny. The Iength of the square like unit are assumed ae 1

20 °

i N

@ 0.5 unit o&
&

0.5 unit

D c

Figure 8. Unit block of RMPM

In the Figure 8,
AB=BC=CD=DA= 1 unit
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OE=0OF= 0.5 unit
£ EOF=90°

So, the distacnce OB can be calculated by Pythagorean theorem of right triangle,

OB’-OE*+OF

OB-y/OE’+OF’

or  OB-/(0.5) +(0.5)° ?y’

or OB-=0.707unit

So, in this process, all the connected length can be fo (&%’Th%@zunctlon node
weights are shown in JCD. u\

The agents always look for the connectivity of t e nearest junction
node and then will check for the JCD to reach to th,est jun de of the destination
node. The entire node connections, actually dated Connectivity Database
(UNCD), dependent on the JCD, is shown belgw

W)
‘

Junction Hodes

O Basic nodes connected with junction nodes
%O I No Connection
Figure 9. Updated Node Connectivity Database (UNCD)

The agents wandering in the colony, while moving from the source to the nearest junction
node in the region, will follow the UNCD. UNCD deals with the direct connection in between
the basic junctions and the junction node that is, while measuring the distance in between the
basic node and the junction node, no intermediate junction node will be in consideration.
When the agent arrives at the junction node, they search for the shortest distance to the
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junction node of that region where the destination node resides. While the junction node
searching process, they will read the entire data from the JCD. The pseudocode for the entire
process is given tn the next section.
4. Pseudocode of Agent Routing

In the RCS, the agents follow separate algorithms junction node searching and the
destination searching. The pseudocode and the simulations are shown below.
4.1 Pseudocode

The pseudocode for nearest junction node search based on RPA-1 and RPA-2 [4] and the
features of ACS, is as follows,

4.1.1 Pseudocode for Nearest Junction Node Search (NJNS) 0? ’
NJNS
Fetch region; Q\

Fetch NX(]) for present region; O

Search for nearest junction node:
for N (I):=1 to k do Q 6
for m:= 1 to j do ,@ \
(

Dist =| N 11)—m= N H‘"%\@
if N(Hm @1) &\
ﬁ@stagc%

node;
ave ed

(H)Q{m ) 7

m++

@7 & Repeat;,
if D é Dist;

ll edges for the route;
lculate D

\l Save route(D51)
O Else

1++;

O Repeat;,
fory,
arts journey;

Notations used:
N (1) = Junction nodes in the region

N = Agent present node
N ,(n,) = Present neighbour node

m
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= Shortest distance

The agent robot will find the exact shortest route through NJNS by searching the nearest
junction nodes. They iteratively search the nearest node and continuously save the edge after
respective search. Once it finds the nearest junction node, it connects the route by joining all
the intermemiate basic nodes. After making the connection from the home node to the nearest
junction node, it starts its journey towards the checked nearest junction node. The basic
difference in between the Robot Path Algorithm [4] and the NJNS algorithm is that, in the
former case, the robot will start its journey first and then search for the nearest node for
shortest path and in the second case, the robot will first check for the nearest junction node in
the present region and after proper detection it will start journey.

IJNS
Fetch the regions(rm) ;
Fetch the residing region of destination x
for g:= 1 to x Q
N.(1)= N, (o) O
Dj =| Np (n)_Nq (H)| :Q \%

4.1.2 Pesudocode for Inter-Junction Node Search (IJNS) ?\/

\>f</

if Dj == minimum ’\
save D ; 6 ’\Q
D =D.J+D \ &\

Sa;/e D, ~ @ ‘\%

end for; Q
NotationsQ
D =interjunction distance
N, (n)=AgentPeeSent position

N, (n) wnation junction node

On Qobot or the agent finds the destination junction by applying IINS algorithm, it
to that junction node from its present junction node. The distance in between its

actbg)’home node to the destination junction node is saved in the variable D, . This
algorithm is required for detecting the shortest distance in between two regions.
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4.1.3 Pseudocode for Destination Junction node to Destination Node Search (DJDS)

DJDS
Read destination node address;

ir N,(n)1=N,(n)
for t:=m to 0

Dfﬁ'nc :Dint / V
repeat; 0
Dim: D53 9 IS
Save path; \

D =D52 +D53 4

Saxxj;(: nodes;, OQ V
Save route; \
else if N( )—:Nq(n) OQ . %

ore =Pz 7 \ @
end for; 6 Q
Notations used: : \
N H( )— Robot present (De t ior7Junction node)

N = Destination
= Dlstance s@ presen |t|on to next intermediate node

deIC

= Variah th re D
D, = ortest@oetween robot/agent home node and destination node

The agent or the can find the shortest unobstracted path in between its home node
and the destinatigf\ndde.After getting the shortest path route, the route is saved in the

momery as it will have to go back in the same route to reach to the home node.
5. Simu@o% Result

ulation is designed for the Robot Colony of 200 agents. The simulation is based on
QO

thd ve mentioned algorithms which actually obeys the Kruskal’s Algorithm. In this
simulation, the agents starts moving the home node and reach for the preferred location or
node where the object is placed. In this simulation, the agaent run is designed from the home
node to node 8. The path is designed without obstacle and with obstacle seperately. Here, 500
iteration or steps are shown both for the path with obstacle and without obstacle to observe
the agent routing in the colony. The thin red line indicates the shortest path among all the
possible path from the home node to node 8.
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While moving from the home node to node 8, they follow and travel through the shortest
path and simultaneously save the total path with the total weight as they tends to return back
from node 8 to home by following the same path. Some of the agents will move towards node
8, some of them returning with information towards home node and rest are carrying the
information and are wandering about the colony. All the above mentioned matters are shown

in the simulation.

5.1 Simulation for the path without obstacle

A\
. e’i

*
. -
’
- i
t Information Length
P | -
\. = ”~ y Q
g i

L]
' i
“ ¢ - L o~
(
' | forfhation spreading State of Agents
© B Agent exploring / Searching
AN o~ nformation clr
- ‘ T\ \ . Agent returning to hive with information
Inf
- A Y ‘l‘ * ’ y m . Agents carrying information
- -1 -
t N
LN >
(a) (b)

Figure 10. Agents start moving n 50): (a) Agent moving in colony
tofards nod b) Routing statistics

@

'\\Q

Information Length Steps of agents

—

_ A

Information spreading State of Agents
M Agent exploring / Searching

' . Information dropped
. Agent returning to hive with information

Information collected
e . Agents carrying information

L
ok’ Z‘ Bt o 2T T
(@) (b)

Figure 11. Agents collecting information (Iteration 250): (a) Agents collecting
information form node 8 and some are returning; (b) Routing statistics
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Information Length Steps of agents
.\
-
1 8
s
— —
Information spreading State of Agents
~ N l’_ ; [l Agent explorifig / Se
e . Information dropped
rningifo hivedvith information

“ ent 1
"ti‘ A -':\2: N i £ P b \' Information collected $ . ::29_
(a) b)
Figure 12. Involvement of more agents for iation WOn (Iteration500):
y e

(a) More agents are collecting informatio eating deéper information path;
(b) Routin t istics\%

5.2 Simulation for the path with obst&c@ s&@
A9 ge
: \\‘0

1 .
@ | Information Length Steps of agents

g i

D, ,/)Z\.\..

i Information spreading State of Agents

‘, N Il Agent exploring / Searching
t 'T" . Information dropped
. Agent returning to hive with information
L] ’ Information collected L. .
’ . Agents carrying information
W -

(b)

tgure 13. Agents start moving (Iteration 50): (a) Agent moving in colony
towards node 8 through alternative path; (b) Routing statistics
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Figure 14. Agents collecting information (Iterati (@) A collecting
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Steps of agents

NV

\

— - o . fh'\-\ _zi
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Information collected L, .
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(b)

Figure 1 \bulvement of more agents for information collection (lteration500):
(a) Mor nts are collecting information by creating deeper information path;
(b) Routing statistics

@simulations are done seperately for the path with obstacle and without from the home

node to node 8. If the simulation result is compared with the RMPM in Figure 4, it can be
found that for reaching to node 8, the agents are fllowing the shortest path. In RMPM, the
shortest path route from home node to node 8 is 1>22->17->10>11->13->8 .In between
the nodes of the route, the green highlighted nodes, i.e., node 17, node 10 and node 13 are the
junction nodes. The weight of the shortest path of the mentioned route is 8.828 unit. But,
when the obstacle is placed on the mentioned shortest route, the agents then are following the
alternative shortest route form home node to node 8.
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The alternate shortest path that is defined in RMPM is 1->9->16->8 of weight 10 unit.In
betwwen the mentioned nodes, node 9 is the junction node. This is defined in the RMPM and
again matched with the simulation results from Figure 13 to Figure 15.

So, in this way, the agent robot will be routed by following the shortest path for reaching
to the destination node to collect information and coming back to the home node. The
features of Proposed RMPM are matched with the simulation.

6. Conclusion

The UNCD is designed on the basis of JCD which introduces a new concept of finding the
shortest path in between two nodes by means of junction node connectivity. In the previous
work, the NCD was introduced which is able to find the shortest path in between two nodgs
but the computational time was larger when compared to UNCD. UNCD rgdu e
computational time of shortest path finding as the agents are first routed %ﬁearest
junction node of the source region and then they are moved to the nearestjuntﬁ? e of the

region where the destination resides. The MNJ algorithm afd MSP based on
MACA, proposed in this paper to perform the efficient s ionn the RMPM.
ny is segmented

ore fast and easier
ows that the actual
algorithms. These designs

The RPM is modified to design the RMPM, where the t% ed of
into some region so that the routing operation of tis
compared to that earlier introduced design. The ation re
shortest path of the agent satisfies the calculatioggthe abg v%o

are also helpful to solve the Travel Salesma lem (TSX the agents are routed in the
way that they will not travel a node twice ovmg e source to destination.
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